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Abstract: P2P Information Retrieval (P2P-IR) is a challenging and potentially very 
useful area of research. Its goal is to enable powerful, efficient, massively distributed 
IR. A large fraction of current research is focused on efficiency. However, we feel 
that P2P-IR needs to address the complicated combination of indexing structure and 
networking issues. 

1 Introduction 

P2P-IR algorithms need to achieve two things at the same time. Firstly, they need to main-
tain a structural invariant in the network in the presence of peers joining and leaving the 
network. Secondly, they need to use the structural invariant in order to perform efficient 
query processing. 
In P2P-IR it is still visible that the area is interdisciplinary with participants from two, 
maybe three communities. Firstly, the networking community, secondly, the data base com-
munity, thirdly, the information retrieval community. We keep the second and the third 
distinct, as there is a major difference: the data base community is mainly interested in 
exact querying, while the information retrieval community is more focused on the user, 
his information need and the fact that while perfection is hard to achieve in many research 
areas, in IR it is even hard to define what perfection is. 
In current research we see three main architectural groups. Firstly, Distributed-Hash-Table-
based1 distributed indexing structures [TXM03], secondly, unstructured systems that make 
use of replication of index data in order to achieve efficiency [SBR04, YGM03], and, 
thirdly, summary based semantic routing systems that achieve efficiency by data source 
selection [MH03, CAN02, TSW04]. 
Within this paper we turn our attention to factors that determine efficiency and result qua-
lity of P2P information retrieval. Systems that use different architectural paradigms will 
tend to respond differently to the challenges posed by the system environment. Conclu-
ding the paper we will derive a small set of interesting research directions that we feel are 
interesting directions for future research in P2P-IR. 
The general idea of this article is that we feel that P2P-IR should turn its attention to all 
parts of a peer’s life cycle. Much of the current research in P2P-IR appears to focus on 

1For literature about DHTs, see [RD01, SMK+01, RFH+01] 
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the operation of the P2P-IR network. However, as we will argue below, there is a need to 
also look at how to make join and leave efficient in order to cope with peers that enter the 
network only for a short time. 

2 Churn 

The popularity of Napster, the legally problematic motivation for the current wave of re-
search on P2P networks, was due to a number of factors. The main factor was the product 
“music for free”, however, music files were offered by other services such as mp3.com 
or ftp servers. Napsters competitive edge was the ease of use and the freshness of data. 
Napster’s index data reflected closely the current state of resources in the system. As do-
cuments were provided by a large number of data sources, it was critical to stay informed 
about data sources and their online state [Men03]. 
P2P networks tried to mimck and extend Napster’s advantages without making use of a 
central indexing server. So, P2P networks try to be administration-free, highly available 
and in addition to that to provide freshness of index data. In order to do that, they have to 
cope with churn. Churn is the coming and going of peers within the system. 
We see three interesting effects that will influence algorithms that try to cope with churn 
while providing retrieval performance. 

Short term churn: session duration Short term churn denotes events that happen on a 
scale of minutes and hours. Such effects have been studied by several authors 
[KLVW04, BSV03]. While these publications differ in detail, they approximately 
support the data from [KLVW04] that are summarised as follows: 

• The session time (time between coming of leaving) of 80% is below 2  minutes. 
• Half of the remaining 20% stay more than 50 minutes in the network. 

So, these data suggest that P2P protocols have to cope with a large number of peers 
that connect only very shortly. We will call these peers cameo peers in the following. 

Long term churn: comeback probabilities In addition to the short term effects descri-
bed in the previous section, there are long-term churn effects. A user who subscribed 
to a peer will not come back indefinitely, e.g. every day, but there is a possibility that 
he will not come back. [BSV03] saw 20% of the nodes departing every day in the 
14 days they did measurements. 
A high comeback probability allows us to cache data of other peers that we expect 
back at some moment. A low comeback probability makes such caching schemes 
useless, as much data will be cached for little effect. 

Time of day effects Several publications (e.g. [KLVW04]) have observed time of day ef-
fects. The distribution of internet-literate people over the world is extremely uneven. 
So, depending on the time of day, the number of people online in a world-spanning 
P2P system varies strongly. 

5 

https://server.So


 

 

 

 
 

 
 

 
 

    
  

  
    

          

            
  

            
           

              
             

               
    

 

            
                

          
              

                 
             

     

 

1 

10 

100 

1000 
u
s
e
rs

 o
n
lin
e

 w
it
h
in

 la
s
t 6
0
0
s
 

registered, mo through fri 
registered, sa/so 

0 5 10 15 20 
time of day (h) 

Abbildung 1: Time of day effects in a large bulletin board. 

A trivial consequence of time-of-day effects is that it makes the construction of 
P2P services whose interest is only national or even regional (e.g. a specialized 
collection of Bavarian songs) very difficult, if not impossible. Fig. 1 might serve as 
an illustration. It represents time-of-day usage statistics of a popular german bulletin 
board of young parents that has at the time of writing 18’000 subscribed users. While 
the application in question is not a search application it does give an impression of 
online times. As participating in the board is perfectly legal, there is no incentive to 
leave the network quickly. 

3 Data 

An important factor for the efficiency of P2P information retrieval methods are the data to 
be indexed. We will consider that we have four kinds2 of data in the system: Documents: 
The data to be indexed and retrieved by the system. Index data: Automatically extracted, 
verbose features of each document. These can be of the same size as the indexed docu-
ments. Meta data: Data that is assigned by hand to a document with the goal of indexing a 
document by that data. These data usually are terse compared to index data. (Peer) summa-

2As opposed to data types. 
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ries: Automatically derived summaries that summarise the data present in a peer. Typically 
summaries of one peer have about the size of the index data for one document. 
A P2P system’s performance is determined by the data kinds, as well as by the location of 
actual chunks of such data. 

Data types and data structures To a large extent, the performance of a P2P system is de-
termined by the data type of the index data, as this influences the indexing structure 
chosen and the query types that are possible with a system. 
In text IR, there is a almost-complete consensus to choose (sparse) term-document 
matrices as the basic data type of index data. However, the data structures used differ, 
ranging from distributed inverted files [TXM03] to the combination of replicated 
data summaries that allow choosing the most interesting peers [CAN02]. 

Location of data The diversity of P2P-IR architectures for indexing brings us to the loca-
tion of data. Most P2P-IR scenarios seem to assume implicitly that each peer holds 
some local data that is indexed using the P2P system. This scenario is attractive, as 
it takes replication cost into account as part of the P2P algorithm. 
Distinct from these scenarios are scenarios that assume that each peer performs fo-
cused web crawling in order to have each peer contain a focused set of documents, 
focused on its area of interest. This scenario has its advantages, as peer summaries 
will be more focused and the size of peers can be very homogeneous. 
In terms of load balancing it is useful to have peers with similar collection sizes. Ho-
wever, it must be noted, that skewed peer size distributions lead to a simple baseline 
for peer selection algorithms: In peer selection algorithms, peer data summaries are 
used in order to choose which peers will receive the query (e.g. [GGMT99]). Effi-
cient peer selection algorithms try to minimize the number of peers that need to be 
visited for processing a query. If the size distribution is sufficiently skewed, a useful 
selection algorithm is selecting peers by size. If we assume every document drawn 
from the collection to have the same probability of being part of the query result, 
the number of relevant documents found is proportional to the number of documents 
present in the selected peers. 
In order to give an insight how powerful this method can be, we analyzed images 
taken from a large flickr.com crawl. We model the data collection of a peer as 
the data collection publically shared by a user account in Flickr. In our 3 million 
images crawl, 12% of the users held 80% of the images, i.e. blindly selecting 12% 
of the modeled peers would yield 80% of the relevant images searched for by a 
P2P-CBIR query. 
In other words, in the presence of skewed peer data distributions, sophisticated P2P 
algorithms have to compare to very simple baseline algorithms that already perform 
well. 
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4 Cost 

There are three types of cost that matter in P2P-IR: communication cost, storage cost, and 
processing cost. Each of these types of cost arise in each phase of the life cycle: 

Join: A peer joining the network needs to query the network for the right neighbors. Then 
it has to request its share of indexing data from the network and it has to publish the 
index data for the documents it holds. The efficiency of the network join will be de-
termined largely by the the caching methods that can be applied, and how expensive 
the re-activation of cached index data is with respect to the cost of newly publishing 
the index data. In the case of a crawler-based scenario [NBMW06], before submit-
ting anything, the peer has to crawl or update its crawled collection. 

Operation: Much of the current P2P-IR research focuses on the cost of operation [LLH+03, 
BMWZ05, TXM03]. Distributed indexing structures mostly use the bandwidth of 
the peers that participate in the query processing. Source selection and unstructured 
replication based algorithms use both bandwidth and processing power. 

Leave: There are two potentially important cost factors. Firstly, if a peer leaves, the other 
peers have to create a new replica of the index data that just left the system [RD01]. 
The same, it has to assure that the link stays operational. Secondly, if a peer leaves, 
the P2P-IR method has to assure freshness of index data. To our knowledge there is 
little research on how to optimize this. 

Most P2P-IR systems focus on the cost of operation. However, in the presence of massive 
churn, the join and leave costs come into view. Caching index data in order to make joins 
cheaper seems an attractive idea, but this idea has to be investigated more deeply with 
given application scenarios in mind. 
Similarly, some more care has to be taken in order to guarantee freshness of index data 
while limiting the cost of expiring index data. Simply periodically re-publishing index 
data does not seem an option, as even if you re-publish every hour, in many realistic churn 
scenarios, most of the index data in the system will be stale, i.e. pertaining to documents 
that already left the system. 
In all these scenarios we find particularly attractive architectures that distribute the cost 
of a peer entering the network over time. This might be a viable fashion to cope with 
cameo peers. Distributed indexing structures tend to force a peer to enter its data into the 
network at once, when entering the network. Otherwise the data will not be searchable at 
all. Instead, one could rather enter the index data and adjust the network’s connectivity 
spread over time. In such a scenario, peers that stay just for a short session time cause only 
a fraction of the cost of a full join/leave cycle. In the beginning, their data is hard to find 
for other peers and becomes easier to find the longer they stay. 
An example for this approach is [TSW04]. It slowly builds up connectivity of peers based 
on their behavior. However, due to the curse of dimensionality [AHK01, WSB98], it is 
unlikely that such approaches will work equally well for e.g. similarity queries over high-
dimensional vectors, as these queries are difficult to route using multi-hop routing. 
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5 Interaction 

While in the network community network latency is an important topic, little attention is 
given to query processing duration in P2P-IR. In fact, the current development in P2P-IR 
appears to mimick closely the development in IR itself: Although the interactivity of IR 
was instrumental to its wide adoption, human-computer interaction properties of IR is only 
lately becoming a cover topic [WKDS06]. 
It appears that for interactivity, low query durations are essential. Some of the most famous 
retrieval applications that couple information visualisation with direct manipulation enable 
the user to send and to evaluate visually 10 queries per second as reported among others 
in [SP04]. Evidently, such things would not be possible in current P2P systems. 
While we consider that given current networking technology it will be hard (if not impos-
sible) to reach query durations of 0.1s per query for full query processing, we consider 
it a goal worthwile to provide fast approximate query processing (fast guessing) in P2P 
networks that can be the basis for fast feedback. Later in the query process, when most of 
the index data of the peer is already discarded from consideration, full query processing 
can be applied to restricted data sets. 
Obviously, this problem is hard to solve, as it needs an application and a large fielded 
network in order to become testable by humans. However, we feel that this perspective is 
missing from most of the current research in P2P-IR. 

6 Conclusion 

Within this paper we have identified and described some interesting topics of research in 
addition to the mostly emphasized query efficiency considerations, namely 

Cameo peers: Similar to the classic free rider, IR peers have to cope with peers that come 
just as clients, and not as contributors. 

Time of day in regional P2P: Current research focuses on world-wide services with “soft” 
time of day effects. However, especially when considering non english language 
P2P-IR, time of day effects might be much stronger than expected. 

Skewed data distributions: Current algorithms need to compare to simple methods that 
simply make use of skewed data distributions that can be found in some usage sce-
narios. 

Fast useful guessing: Currently, the results of P2P-IR algorithms are compared as batch 
algorithms. However, to be successful P2P needs to support interaction. In order 
to reach useful turn around times P2P-IR algorithms have to provide fast guessing 
capabilities that enable the user to see if he is approaching the target of his search or 
not. 
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