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Abstract
We discuss a research roadmap for going beyond the state of the art in qualitative spatial and temporal reasoning (QSTR). 
Simply put, QSTR is a major field of study in Artificial Intelligence that abstracts from numerical quantities of space and 
time by using qualitative descriptions instead (e.g., precedes, contains, is left of); thus, it provides a concise framework that 
allows for rather inexpensive reasoning about entities located in space or time. Applications of QSTR can be found in a 
plethora of areas and domains such as smart environments, intelligent vehicles, and unmanned aircraft systems. Our discus-
sion involves researching novel local consistencies in the aforementioned discipline, defining dynamic algorithms pertain-
ing to these consistencies that can allow for efficient reasoning over changing spatio-temporal information, and leveraging 
the structures of the locally consistent related problems with regard to novel decomposability and theoretical tractability 
properties. Ultimately, we argue for pushing the envelope in QSTR via defining tools for tackling dynamic variants of the 
fundamental reasoning problems in this discipline, i.e., problems stated in terms of changing input data. Indeed, time is a 
continuous flow and spatial objects can change (e.g., in shape, size, or structure) as time passes; therefore, it is pertinent to be 
able to efficiently reason about dynamic spatio-temporal data. Finally, these tools are to be integrated into the larger context 
of highly active areas such as neuro-symbolic learning and reasoning, planning, data mining, and robotic applications. Our 
final goal is to inspire further discussion in the community about constraint-based QSTR in general, and the possible lines 
of future research that we outline here in particular.

Keywords  Qualitative constraints · Spatio-temporal reasoning · Just-in-time inference · Local consistencies · Singleton 
checks · Dynamic algorithms · Decomposability · Adaptivity · Parallelization

1 � Background and Motivation

Qualitative Spatial and Temporal Reasoning (QSTR) is a 
major field of study in Artificial Intelligence, and in particu-
lar in Knowledge Representation and Reasoning, that deals 
with the fundamental cognitive concepts of space and time 
in an abstract, qualitative, manner, and ranges from theoreti-
cal computer science, mathematics, and logic to practical 
algorithms and applications [58]. In a sense, this approach is 

in line with the qualitative abstractions of spatial and tempo-
ral aspects of the common-sense background knowledge on 
which the human perspective of physical reality is based. For 
instance, in natural language one uses expressions such as 
inside, before, and north of to spatially or temporally relate 
one object with another object or oneself, without resort-
ing to providing quantitative information about these enti-
ties. More formally, QSTR restricts the vocabulary of rich 
mathematical theories that deal with spatial and temporal 
entities to simple qualitative constraint languages. Thus, 
QSTR provides a concise framework that allows for rather 
inexpensive reasoning about entities located in space and 
time and, hence, further boosts research and applications 
to a plethora of areas and domains that include, but are not 
limited to, dynamic GIS [12], cognitive robotics [37], deep 
learning [54], spatio-temporal design [88], qualitative model 
generation from video [34], ambient intelligence [8, 77], 
visual explanation [91] and sensemaking [90], semantic 
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question-answering [89], qualitative simulation [26], and 
spatio-temporal data mining [52, 53, 65]. The interested 
reader may look into a more comprehensive review of the 
emerging applications, the trends, and the future directions 
of QSTR in [9, 43]. In addition, a detailed survey of qualita-
tive spatial and temporal calculi appears in [35].

As an illustration, the first constraint language to deal 
with time in a qualitative manner was proposed by Allen in 
[2], called Interval Algebra. Allen wanted to define a frame-
work for reasoning about time in the context of natural lan-
guage processing that would be reliable and efficient enough 
for reasoning about temporal information in a qualitative 
manner. In particular, Interval Algebra uses intervals on 
the timeline to represent entities corresponding to actions, 
events, or tasks. Interval Algebra has become one of the 
most well-known qualitative constraint languages, due to its 
use for representing and reasoning about temporal informa-
tion in various applications. Specifically, typical applications 
of Interval Algebra involve planning and scheduling [3, 4, 
33, 66, 68], natural language processing [32, 86], temporal 
databases [20, 85], multimedia databases [60], molecular 
biology [42] (e.g., arrangement of DNA segments/intervals 
along a linear chain involves particular temporal-like prob-
lems [7]), and workflow [62].

As another illustration, inspired by the success of Interval 
Algebra, Randell et al. developed the Region Connection 
Calculus ( ��� ) in [70], which studies the different relations 
that can be defined between regions in some topological 
space; these relations are based on the primitive relation of 
connection. For example, the relation disconnected between 
two regions x and y suggests that none of the points of region 
x connects with a point of region y, and vice versa. Two frag-
ments of ��� , namely, ��� -8 and ��� -5 (a sublanguage 
of ��� -8 where no significance is attached to boundaries of 
regions), have been used in several real-life applications. In 
particular, Bouzy in [16] used ��� -8 in programming the 
Go game, Lattner et al. in [55] used ��� -5 to set up assis-
tance systems in intelligent vehicles, Heintz et al. in [44] 
used ��� -8 in the domain of autonomous unmanned aircraft 
systems (UAS), and Randell et al. in [71] used a particular 
discrete domain counterpart of ��� -8 (called discrete met-
erotopology) to correct segmentation errors for images of 
hematoxylin and eosin (H&E)-stained human carcinoma cell 
line cultures. Other typical applications of ��� involve robot 
navigation [38, 39, 74], computer vision [87], and natural 
language processing [50, 51].

Real-world problems involving spatio-temporal informa-
tion are rarely stated in the form of fixed input data. Since 
time is a continuous flow, it is natural that spatial objects 
may change (e.g., in shape, size, or structure) as time passes; 
in some cases, even new objects may manifest themselves 
as time passes [11]. Consider the case of tree shadows as an 
example, which are known to cause unnecessary or overly 

cautious braking in self-driving vehicles that could pose 
crash risks in heavy traffic.1 This problem is due to the fact 
that the machine learning techniques that are used in the 
vehicles often confuse shadows with some kind of obstacle 
(cf. [1] where shadows are classified as water). Therefore, 
it is necessary to be able to ameliorate the performance of 
these techniques with just-in-time qualitative spatio-tempo-
ral reasoning, which will act as a referee upon the output 
of the classifier. In this particular example, we can use the 
spatial and temporal properties related to the context at hand 
(e.g., height of the tree, date and time, weather, and topol-
ogy) to deduce that a tall tree that is connected to the road 
casts a shadow in a given day that overlaps the road.

1.1 � Contribution

In this paper, we are concerned with constraint-based 
frameworks for Qualitative Spatial and Temporal Reason-
ing (QSTR) [35, 73], and specifically with frameworks 
that concern local consistencies, reasoning algorithms, and 
decomposability and theoretical tractability properties for 
the fundamental reasoning problems associated with this 
research area (to be detailed in the next section).

In what follows, we begin our contribution by describing 
a research roadmap for going beyond the state of the art in 
QSTR in the aforementioned context, and emphasize the 
need of having tools for tackling dynamic variants of founda-
tional reasoning tasks, such as the satisfiability checking of 
spatial and temporal formulas. Further, we briefly describe 
how such tools could find use in highly active areas such as 
neuro-symbolic learning and reasoning, planning, data min-
ing, and robotic applications. As an example, classical verifi-
cation is not applicable to neural network-based components, 
but only runtime verification can be applied [92]; so, given 
a spatio-temporal model describing a computational sys-
tem, its working environment, and interactions between the 
computational system and the working environment, runtime 
verification is applied to check whether actions proposed 
by the computational system are admissible with respect to 
the model. The pertinence of the roadmap is established by 
overviewing the state of the art in constraint-based QSTR, 
and bringing forward certain shortcomings that have to do 
with the static nature of the related approaches and/or their 
inability to combinedly exploit both the semantics of the 
relations and the graph structures of the constraint networks 
that appear in QSTR.

As per the subtitle of this paper, the ultimate goal is 
to inspire further discussion in the community about 

1  https://​qz.​com/​13975​04/​all-​the-​things-​that-​still-​baffle-​self-​drivi​ng-​
cars-​start​ing-​with-​seagu​lls/.

https://qz.com/1397504/all-the-things-that-still-baffle-self-driving-cars-starting-with-seagulls/
https://qz.com/1397504/all-the-things-that-still-baffle-self-driving-cars-starting-with-seagulls/
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constraint-based QSTR in general, and the possible lines of 
future research that we outline here in particular.

2 � Purpose and Aims

On a concrete technical level, within the discussed road-
map we propose to research novel local consistencies for 
Qualitative Spatial and Temporal Reasoning (QSTR), with 
an emphasis on defining dynamic algorithms pertaining to 
these consistencies (such as constraint propagators) that can 
allow for efficient and flexible handling of changing spatio-
temporal information by means of real-time computing and 
just-in-time inference. Notably, the state of the art in QSTR 
lacks such dynamic algorithms (more to follow in Sects. 3 
and 4) and, hence, falls short of being practical for highly 
active applications [77]. In addition, we suggest to exploit 
the structures of spatio-temporal problems upon which the 
new consistencies are to be applied, with regard to obtaining 
new decomposability and theoretical tractability properties 
in particular.

Long-term ambition. On a broader level, we motivate 
the need to showcase the impact of the focused technical 
work by reaching out to and seeking to integrate it into areas 
that can provably benefit from just-in-time qualitative spatio-
temporal reasoning.

In particural, we can mention the area of neuro-symbolic 
learning and reasoning, which seeks to integrate principles 
from connectionist learning and logical, symbolic, reason-
ing [27].2 The need for qualitative spatio-temporal reason-
ing in that context has been demonstrated recently by the 
IJCAI Workshop on Learning and Reasoning: Principles 
and Applications to Everyday Spatial and Temporal Knowl-
edge,3 but also in recent related works [1, 54].

Another relevant area involves spatio-temporal planning, 
i.e., planning that will take into account the physical loca-
tion of a system or a system component in the environment 
over time. An example of how qualitative spatio-temporal 
reasoning is applicable in that area was already provided 
in Sect. 1, viz., the case of the self-driving vehicle reason-
ing about shadows, but the overall importance of reasoning 
about space and time in planning is also demonstrated by 
recent research projects in the AI community.4

Further, the aforementioned areas naturally extend to 
robotic applications, as a next-generation robot would ide-
ally perform spatio-temporally enhanced neuro-symbolic 
learning and reasoning to make sense of the heterogeneous 

input that it receives, and spatio-temporal planning to be 
able to efficiently carry out its tasks.

Finally, another application area is that of spatio-temporal 
data mining (cf. [52, 53] where temporal relations are taken 
into account). Let us consider a sensorized environment, 
such as a hospital. As sensory events are triggered, new 
spatial and temporal relations occur that have to be taken 
into account and integrated into a spatio-temporal knowl-
edge base. In addition, these spatial or temporal relations 
might be repetitive and, hence, constitute a pattern, or might 
be entirely new and, hence, potentially break a pattern. In 
either case, spatio-temporal patterns must be identified in 
order to be accounted for and assess whether some critical 
condition is met (e.g., gradual loss of spatial orientation of 
a patient over time). Due to its conciseness, the proposed 
qualitative approach may facilitate spatio-temporal pattern 
recognition algorithms and additionally enable such recogni-
tion at run time.

In what follows, we will go into the underlying funda-
mental reasoning problems and technical research directions 
that are associated with the goal of just-in-time qualitative 
spatio-temporal reasoning that we discuss in this paper, and 
that will serve as the platform for accomplishing the ambi-
tion of broadening the scope of qualitative spatio-temporal 
reasoning to the highly active international contexts men-
tioned earlier.

2.1 � Preliminaries

To facilitate discussion, we first recall the notion of a quali-
tative calculus, which is a constraint language that is used 
to represent and reason about qualitative information, and 
is based on a finite set � of jointly exhaustive and pairwise 
disjoint binary relations defined over an infinite domain � 
(such as a topological space or the real line), called the set of 
atoms [59]. Furthermore, this set contains the identity atom 
�� , and is closed under the converse operation [59]. A subset 
of � (item of 2� ) denotes a relation encoding possible atoms, 
only one of which may hold between two entities. Hence, 
2� represents the total set of spatial or temporal relations.

As an illustration, consider the well-known qualitative 
temporal constraint language of Interval Algebra, introduced 
by Allen in [2]. The domain � of Interval Algebra is defined 
to be the set of intervals on the line of rational numbers, i.e., 
� = {x = (x−, x+) ∈ ℚ ×ℚ | x− < x+} . Each base relation can 
be defined by appropriately constraining the endpoints of 
the two intervals at hand, which yields a total of 13 base 
relations comprising the set � = {e , p, pi, m, mi, o, oi, s, 
si, d, di, f, fi} ; these symbols are explained in the caption 
of Fig. 1. For example, d, viz., during, is defined as d = 
{(x, y) ∈ � × � | x− > y− and x+ < y+}.

2  http://​www.​neural-​symbo​lic.​org/.
3  http://​www.​iiia.​csic.​es/​LR2018/.
4  https://​www.​ict-​tng.​kth.​se/​resea​rch/​facul​ty-​proje​cts/​spatio-​tempo​
ral-​plann​ing-​at-​run-​time-1.​712391.

http://www.neural-symbolic.org/
http://www.iiia.csic.es/LR2018/
https://www.ict-tng.kth.se/research/faculty-projects/spatio-temporal-planning-at-run-time-1.712391
https://www.ict-tng.kth.se/research/faculty-projects/spatio-temporal-planning-at-run-time-1.712391
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Qualitative spatial or temporal information of a qualita-
tive calculus can be typically modeled as a Qualitative Con-
straint Network ( ��� ), which is defined as follows:

Definition 1  A qualitative constraint network ( ��� ) is a 
tuple (V, C) where:

•	 V = {v1, … , vn} is a non-empty finite set of variables, each 
representing an entity of an infinite domain �;

•	 and C is a mapping C ∶ V × V → 2𝖡 such that 
C(v, v) = {��} for all v ∈ V  , and C(v, v�) = (C(v�, v))−1 
for all v, v� ∈ V .

An example of a ��� is shown in Fig. 1a (e.g., interval x1 
can either precede or meet interval x2 ); for simplicity, self-
loops corresponding to relation {��} , and converse relations, 
are not depicted.

2.2 � Fundamental Reasoning Tasks

Given a ��� N  , the literature is particularly interested in 
its satisfiability problem, which is the problem of deciding if 
there exists a spatial or temporal interpretation of the varia-
bles of N  that satisfies its constraints, such an interpretation 
being called a solution of N  (an example of a solution for 
a ��� of Interval Algebra is shown in Fig. 1b). Other fun-
damental reasoning problems include the minimal labelling 
(or deductive closure) problem and the redundancy problem 
[73]. The minimal labelling problem is the problem of find-
ing the strongest implied constraints of N  , i.e., finding the 
atoms in each constraint that are present in a scenario (or sat-
isfiable atomic refinement) of N  (see Fig. 1c for the notion 
of a scenario), and the redundancy problem is the problem of 
determining if a given constraint in N  is entailed by the rest 
of N  (that constraint being called redundant, as its removal 
does not change the solution set of the ��� ). In general, 
for most widely adopted qualitative constraint languages 

the satisfiability problem is NP-complete [36]. Further, the 
redundancy problem, the minimal labelling problem, and 
the satisfiability problem are equivalent under polynomial 
Turing reductions [42]. Finally, a variant of the satisfiabil-
ity problem that concerns an over-constrained ��� , is the 
problem of obtaining a spatial or temporal configuration 
that maximizes the number of satisfied constraints in that 
��� ; this problem is called the ���-��� problem and was 
recently introduced in [22]. The motivation behind study-
ing the ���-��� problem lies in the fact that representing 
spatial or temporal information may inevitably lead to incon-
sistencies due to, for example, human error or contradictory 
data of different sources.

2.3 � Technical Research Directions

Coming back to the discussion about the purpose and the 
ambition of the proposed roadmap, we argue for pushing the 
envelope in QSTR by providing novel and efficient methods 
for tackling the aforementioned fundamental reasoning prob-
lems, but also—and most importantly—for tackling dynamic 
variants thereof, i.e., problems stated in terms of changing 
input data. To this end, we propose to:

•	 theoretically and experimentally explore new local con-
sistencies for ��� s and, in particular, local consistencies 
that rely mainly upon singleton checks, i.e., constraint 
checks involving a temporary assignment of a singleton 
relation (defined by an atom) to the constraint at hand 
(for example, all the constraints in Fig. 1c are defined by 
singleton relations), and that utilize the neighbourhood of 
the constrained variables to propagate themselves, simi-
larly to ongoing research in traditional constraint pro-
gramming (which considers finite domains and, hence, 
different propagation techniques) [67, 95];

•	 define efficient algorithms pertaining to the novel con-
sistencies, emphasizing on their dynamicity, which will 
enable these algorithms to be readily available for time-

(a) (b) (c)

Fig. 1   Figurative examples of ��� terminology using Interval Algebra; symbols p, e, m, o, d, s, and f correspond to the atoms precedes, equals, 
meets, overlaps, during, starts, and finishes respectively, with ⋅i denoting the converse of ⋅ (for a total of 13 atoms [2] as ei = e = ��)
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critical applications and dynamic systems that are sub-
ject to uncertainty and perturbation of the input data; 
furthermore, as existing state-of-the-art algorithms for 
enforcing or utilizing (e.g., for search) current local con-
sistencies are static in nature (see [61, 76, 78, 80–82]), 
i.e., they operate on fixed input data (this will be stressed 
again in more detail in Sect. 4), it is imperative to provide 
dynamic variants of those algorithms as well and, con-
sequently, fill this research void, which has occurred due 
to rapid advances over the past few years missing out on 
that aspect;

•	 leverage the structure of the constraint graphs of the 
studied ��� s in an effort to obtain new decomposabil-
ity and theoretical tractability properties; specifically, do 
research on structural and microstructural in particular (a 
concept that is yet to be studied in the context of infinite 
domains, cf. [23, 47]) properties for ��� s, similar to 
backbones and backdoors [64, 97] or broken triangles 
[24] in traditional constraint programming for example, 
that could allow for exploiting even further the use of tree 
decompositions in QSTR [46, 84] and enable paralleliza-
tion in a fruitful manner as a consequence (cf. [84]).

In summary, the aim on a concrete technical level is to theo-
retically establish new techniques to efficiently handle quali-
tative spatial and temporal information in a dynamic setting, 
but also to develop readily available tools for putting these 
techniques into practice in the way that was described in the 
discussion about the long-term ambition earlier. The con-
sisely aforementioned research directions are to be viewed 
alongside and compared with the state of the art, discussed 
in Sect. 3, the significance and the scientific novelty that they 
bring along, discussed in Sect. 4, and the foreseen extensions 
to other disciplines, presented in Sect. 5.

2.4 � Theory and method

In order for the goals that were specified earlier to be 
reached, in what follows we describe the related theory and 
methods that should be considered for carrying out the road-
map and achieving its objectives.

Regarding the theory, most of it can be drawn directly 
from the field of Qualitative Spatial and Temporal Rea-
soning [35, 58], which is concerned with symbolic knowl-
edge representation over infinite domains; however, it is 
important to stress here that the—very pertinent—model-
theoretic aspect of QSTR should be leveraged in order to 
boost research [14]. In particular, and as it is pointed out 
in [14], research in qualitative constraint-based reasoning 
has concurrently been performed within the AI community 
and the theoretical computer science (TCS) community for 
many years, but, unfortunately, collaboration and cross-
fertilisation between the communities have been rare. This 

has led to a number of serious problems such as diverging 
terminology, rediscoveries of known results, and an igno-
rance of available methods and concepts. Regarding the 
methodology, constraint-based methods are to be used to 
structure the frameworks and describe the proposed tech-
niques, since this paradigm is of course the focus of this 
paper but has also been shown to give rise to highly efficient 
reasoning techniques [73], and logic-based methods are to 
be employed to prove the soundness and completeness of the 
related contributions. Regarding constraint-based methods 
in particular, a first immediate step would be to look into 
counting-based techniques to devise strategies for the choice 
of atoms, or sub-relations, in the new algorithms [69]. Spe-
cifically, as currently the selection of atoms, or sub-relations, 
either during search or in a method for enforcing some local 
consistency is based on static weights [96, Section 5] (e.g., 
in Interval Algebra the atom e is assigned a static weight of, 
say, 1, to state that it is more restrictive than other atoms, for 
example, atom o, which is assigned another static weight of, 
say, 4 [93, Figure 9]), the constraints in which a given atom 
participates should be exploited from a local model counting 
perspective. For instance, given a ��� (V, C) and a con-
straint C(i, j) with i, j ∈ V , one could count how many times 
a given atom b ∈ C(i, j) participates in the local “models” 
(viz., local scenarios) of each triangle that involves variables 
i, j, and k ∈ V when i ≠ k and k ≠ j ; then, depending on how 
aggressive or flexible the reasoning mechanism needs to be, 
the appropriate atom can be chosen. Further down the line, 
it would be interesting to couple such methodologies with 
other paradigms, such as answer set programming (some 
discussion follows in Sect. 5).

3 � State of the Art

In the context of Qualitative Spatial and Temporal Rea-
soning (QSTR), and with regard to local consistencies and 
algorithms for enforcing them in particular, the state of the 
art has been established by the main author and close col-
laborators in the published works of [61, 76, 78, 80–82].5 
We will briefly go over these key references in what follows.

In [76, 80] the authors propose a new local consistency 
(at that time) in the context of qualitative constraint-based 
reasoning that serves as the counterpart of directional path 
consistency in traditional constraint programming [31] or 
quantitative temporal reasoning [30], and is mainly distin-
guished by the fact that the involved consistency notions are 

5  Obviously, research in QSTR extends much further back in time 
and is not only concerned with constraint-based frameworks, but, to 
the best of our knowledge, this statement, which refers to the state 
of the art in local consistencies and algorithms for applying them on 
qualitative constraint networks, is accurate.
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tailored to handle infinite domains and qualitative relations. 
This local consistency is called directional partial closure 
under weak composition and is denoted by ⋄⃖

G
-consistency. In 

particular, ⋄⃖
G

-consistency entails consistency for all ordered 
triples of variables of a ��� that correspond to triangles of 
a given graph G. This ordering can be specified by a bijec-
tion between the set of the variables of a ��� and a set of 
integers, and can be chosen randomly or via an algorithm or 
heuristic. We recall the formal definition of that consistency 
in what follows.

Definition 2  A ��� N = (V ,C) is ⋄⃖
G

-consistent with respect 
to a graph G = (V ,E) and an ordering (�−1(0),�−1(1),…
,�−1(n − 1)) defined by a bijection �  :  V → {0, 1,… , n − 1} 
iff for all vi, vj, vk ∈ V  such that {vk, vi}, {vk, vj} , {vi, vj} ∈ 
E and 𝛼(vi), 𝛼(vj) < 𝛼(vk) we have that C(vi, vj) ⊆ C(vi, vk) 
⋄ C(vk, vj) , where symbol ⋄ denotes the weak composition 
operation [59].

The authors then proceed to prove that ⋄⃖
G

-consistency 
solves the satisfiability problem for a certain subset of quali-
tative relations, called a distributive class of relations. This 
work is further extended in [81] to include more theoretical 
and practical results concerning other fundamental reason-
ing problems as well, such as the problem of scenario extrac-
tion from a satisfiable ��� (where a scenario is defined to 
be a satisfiable atomic refined ��� , see also Fig. 1c).

Then, in [61] the authors show how ⋄⃖
G

-consistency can be 
used to efficiently achieve ⋄

G
-consistency for a given ��� 

that is defined over a distributive class of relations, which is 
a stronger local consistency with implications in the prob-
lems of minimal labelling and redundancy. Specifically, 
⋄

G
-consistency can be seen as ⋄⃖

G
-consistency where the notion 

of ordered triples of variables is not taken into account, i.e., 
⋄

G
-consistency entails consistency for all triples of variables 

of a ��� that correspond to triangles of a given graph G. 
We recall the formal definition of that consistency in what 
follows.

Definition 3  A ��� N = (V ,C) is ⋄
G
-consistent with respect 

to a graph G = (V, E) iff ∀{vi, vj}, {vi, vk}, {vk, vj} ∈ E we 
have that C(vi, vj) ⊆ C(vi, vk) ⋄ C(vk, vj).

In [78] the authors build upon the work of [61] and dem-
onstrate how ⋄⃖

G
-consistency can be used to efficiently achieve 

⋄

G
-consistency for any given ��� and not just for a ��� 

defined over a distributive class of relations. To this end, 
they exploit the notion of abstraction for ��� s, which is an 
idea adopted from concepts of abstract interpretation [25]. 
In particular, a ��� is typically abstracted by relaxing some 
of its constraints in order to satisfy some defined property.

Finally, in [82] the authors define a singleton check-
based local consistency that is strictly stronger than any 

of the local consistencies known to date, called collec-
tive partial singleton check-based closure under weak 
composition and denoted by . This new singleton-style 
consistency is inspired by k-partitioning consistency for 
constraint satisfaction problems ( ��� s) [6]. We recall the 
formal definition of that consistency in what follows.

Definition 4  A ��� N = (V ,C) is with respect to a graph 
G = (V, E) iff ∀{v, v�} ∈ E , ∀b ∈ C(v, v�) , and ∀{u, u�} ∈ E 
we have that ∃b� ∈ C(u, u�) such that b ∈ C�(v, v�) , where 
(V ,C�) = ⋄

G
(N[u,u�]∕{b�}) , and where ⋄

G
(⋅) is the closure of ⋅ 

under ⋄
G
-consistency.

A motivating example of the application of is shown 
in Fig. 2. As noted in [82] this local consistency can be 
essential for approximating satisfiability of ��� s and can 
play a crucial role in tackling the minimal labelling prob-
lem of a ��� in particular, as it is both strictly stronger 
and more efficient to enforce than the consistency that had 
been utilized until that time to tackle the aforementioned 
problems, viz., [5] (which can be seen as a counterpart 
for ��� s of singleton arc consistency [29] for ��� s in 
traditional constraint programming). Notably, the exact 
behaviour of in the context of those problems has been 
thoroughly experimentally studied in [83].

As it was stressed earlier, and will be stressed again later 
on, the state-of-the-art algorithms for enforcing or utiliz-
ing (e.g., for search) the aforementioned consistencies are 
designed to operate on fixed input data and lack any dyna-
micity. However, there has been a recent effort in defining 
decremental algorithms for some special cases of point-based 
calculi, viz., Point Algebra and the ORD-Horn sub-calculus 
of Interval Algebra, in regard to the satisfiability problem in 
particular [15]; it should be noted that we propose to have 
dynamic algorithms that will be generic, i.e., not dependent 
on the characteristics of the domain of a given qualitative 
constraint language, but rather on its algebraic properties.

Definition 5  Let N = (V ,C) be a ��� , then a partitioning 
of N  is a ��� Np = ({N1,… ,Nn} , Cp) , where variables 
N1,… ,Nn correspond to ��� s (V1,C1) , … , (Vn,Cn) respec-
tively, such that:

•	 Vi ⊆ V  for every i ∈ {1,… , n}.
•	 V =

⋃n

i=1
Vi and Vi,… ,Vn are pairwise disjoint.

•	 For every u, v ∈ V  , we have that Ci(u, v) = C(u, v) 
for some i ∈ {1,… , n} ,  or u ∈ Vi  ,  v ∈ Vj  ,  and 
Cp(Ni,Nj) ⊆ C(u, v) for some i, j ∈ {1,… , n} with i ≠ j.

•	 Np is satisfiable.

With regard to structural properties of the constraint graphs 
of the studied ��� s that can be leveraged to boost efficiency 
of the reasoning process, to the best of our knowledge there 
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does not exist any practical published research besides the 
works that utilize tree decompositions for ��� s [46, 84]. 
The exploitation of tree decomposition became possible due 
to some generalized theoretical results of [45], which in turn 
build upon results relating to concrete domains for description 
logics; in particular, in [63] the authors identify the property 
of �-admissibility, which includes a patchwork property that 
grants satisfiability of a complete ��� , given that the ��� 
can be decomposed into overlapping sub-��� s (patches) that 
are individually satisfiable and agree on their overlap. While 
the paper shows �-admissibility to hold for ��� -8 and Allen’s 
Interval Algebra, the property does not hold for several other 
constraint languages. In a first step towards parallelization, 
Sioutis et al. in [84] go as far as identifying the biconnected 
components of the constraint graph of a given ��� in order 
to acquire a particular tree decomposition where the nodes 
(corresponding to partitions of the original ��� ) can be 
solved independently of one another, in parallel. However, 
this approach is almost entirely graph-based and does not take 
into account the semantics of the relations of a ��� (or, to 
be exact, it only exploits the fact that the identity relation can 
relate a spatial or temporal entity with itself, which is usu-
ally always the case for ���s). On the other hand, a purely 
relation-based decomposition technique appears in [19], where 
a ��� is partitioned into smaller ��� s based on a calculus-
dependent set of partitioning relations, see Definition 5. Given 
a ��� N = (V ,C) , a partitioning Np = ({N1,… ,Nn},Cp) 
of N  partitions the set of variables V of N  into exactly n 
sets, each of which is associated with a distinct node of Np . 

Whenever two variables of N  reside in different nodes of Np , 
the relation holding between the two nodes of Np is a subset 
of the relation holding between the two variables of N  . In 
a sense, each node of Np forms a ��� that has a subset of 
the set of variables of N  as its set of variables, and original 
relations between variables of N  as its set of relations. It was 
proven in [19] that if the set of relations of Np is sufficiently 
restricted, then the original network N  is satisfiable exactly 
when all the ��� s N1 , … , Nn that correspond to the nodes 
of Np are individually satisfiable. The relations of a given 
qualitative constraint language that satisfy this condition are 
called partitioning relations. For example, the set of relations 
{{DC}, {PO}, {DC,PO}} for ��� -8 is a set of partitioning 
relations. Although the aforementioned technique is very ele-
gant in its conception, it was noted in [19] that useful candi-
dates of this kind of decomposition can be difficult to identify, 
especially when the size of the set of partitioning relations is 
small (as is the case with Interval Algebra and ���-8), thus 
deeming the technique impractical for efficient reasoning with 
qualitative constraint languages.

4 � Significance and Scientific Novelty

The significance and scientific novelty of the proposed 
research roadmap can already be drawn from the various 
applications of Qualitative Spatial and Temporal Reason-
ing (QSTR) detailed in Sect. 1 and the research directions 
described in Sect. 2. Specifically, by now the reader should 

(a)

(b) (c) (d)

Fig. 2   A ⋄
G
-consistent ��� of Interval Algebra along with a demonstration of how enforcing can further eliminate invalid atoms; G is the com-

plete graph on {x1, x2, x3, x4}
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be able to assert that QSTR is an active application area 
within Artificial Intelligence (AI), spanning several dec-
ades of research, and that fundamental scientific advances 
in that discipline are well adopted and appreciated by the 
research community. Nevertheless, in this section we delve 
into the particulars of the proposed technical research 
directions to pinpoint exactly how the proposal can move 
forward and innovate the current research frontier.

With regard to the direction concerning local consisten-
cies that rely upon singleton checks, we suggest to build 
upon the state-of-the-art local consistency of , presented 
in Sect. 3, and define weaker variants of it, thus enrich-
ing the family of consistencies for ��� s. Specifically, 
the weaker variants could restrict singleton checks to the 
neighbourhood of the constraint in question. Early experi-
ments in that direction have shown really promising results 
for constraint satisfaction problems (��� s) in traditional 
constraint programming [67, 95], which is due to the fact 
that constraint revisions tend to propagate themselves to 
just neighbouring constraints. In that respect, it would be 
interesting to seek a balance between the strong theoreti-
cal properties that offers, viz., that it is strictly stronger 
than any of the local consistencies known to date and can 
hence remove more unfeasible atoms in a given ��� than 
those consistencies (see [82, Section 4]), and the efficiency 
that should characterize algorithms for enforcing weaker 
variants of it. In particular, it will be interesting to inves-
tigate how good of an approximation certain variants of 
can achieve in terms of pruning capability and consequent 
implications in the problems of satisfiability, minimal 
labelling, redundancy, and ���-���.

Studying local consistencies by itself makes for a solid 
line of research, but, all things considered, in the end a 
local consistency is only as good as the algorithm that 
enforces it. This brings us to the second research direc-
tion, that of defining efficient algorithms pertaining to the 
new local consistencies with an emphasis on their dyna-
micity. As a first step, for the state-of-the-art algorithm 
that enforces  [82, Section 5], we propose to explore queu-
ing strategies such that the singleton checks are applied 
in a more fruitful manner. In particular, it would make 
sense to prioritize certain singleton checks that are more 
likely to eliminate atoms anywhere in the network at hand, 
because this could unveil certain inconsistencies faster, 
but also lead to fewer constraint checks overall. Such 
strategies have been used to much success in the case of 
⋄

G
-consistency [72, 93]. These queuing strategies could be 

employed for the algorithms that are to be designed to 
enforce the discussed weaker variants of as well. Further-
more, dynamic algorithms could be developed to accom-
modate real-time computing and just-in-time inference 
for efficient and flexible handling of incrementally (orx 
decrementally) available spatial and temporal information. 

For instance, let us consider the problem of qualitative 
spatio-temporal stream reasoning, i.e., the problem of 
incremental spatio-temporal reasoning over streams of 
information, studied in [28, 44]. This is an essential prob-
lem as, with the amount of data that is continuously pro-
duced, AI applications such as robotic systems are often 
tasked with reasoning about incrementally available infor-
mation, and drawing relevant conclusions over such data 
flows and reacting to new situations with minimal delays 
is important. In both of those works, viz., [28, 44], the 
authors present approaches that rely upon the incremental 
functionality of the state-of-the-art algorithm at that time 
for enforcing ⋄

G
-consistency , which is described in [40, Sec-

tion 3]. Although there have have developed much more 
efficient algorithms for enforcing ⋄

G
-consistency in a given 

��� [61, 78] (see also the discussion in Sect. 3), such 
incremental functionality is not available in these algo-
rithms for they are designed to operate on fixed input data; 
this is also the case for the state-of-the-art algorithms for 
enforcing or utilizing (e.g., for search) the rest of the con-
sistencies detailed in Sect. 3, viz., ⋄⃖

G
-consistency and [76, 

80–82]. Thus, obtaining dynamic variants of those algo-
rithms is a critical task that needs to be resolved. This con-
tribution will enable the community to tackle the dynamic 
variants of the fundamental reasoning tasks discussed in 
Sect. 2.

With respect to the third research direction, which 
involves the exploration of the structure of the constraint 
graphs of the studied ��� s in an effort to obtain new 
decomposability and theoretical tractability properties, we 
could make the reasonable argument that too little has been 
done over the past years, as discussed in the previous sec-
tion. Therefore, the field is open to lay new foundations in 
accordance with the purpose and aims detailed in Sect. 2. 
Specifically, we argue for prioritizing approaches that can 
be readily put into practice and adapted to dynamic settings, 
and that will involve a combination of both graph-based and 
relation-based techniques.

5 � Relation to Other Disciplines

In this section we describe how Qualitative Spatial and Tem-
poral Reasoning (QSTR) relates to other disciplines that are 
worth exploring.

5.1 � Traditional Constraint Programming

As noted in Sect. 2, a qualitative constraint network ( ��� ) 
is most efficiently modeled as an infinite-domain variant of 
a constraint satisfaction problem instance through the use of 
a set of jointly exhaustive and pairwise disjoint binary rela-
tions defined over some infinite domain [59]; this set is 
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called a partition scheme, and it is therefore not unusual at 
all to view ��� s as ��� instances based on partition 
schemes [48]. However, a ��� can even be encoded as a 
finite-domain constraint satisfaction problem instance [17, 
21]. In particular, given a qualitative constraint network 
(V, C), where |V| = n , we can obtain a constraint satisfaction 
problem instance as follows. Let X denote the set of variables 
containing a variable xij for each pair of variables vi, vj ∈ V  
with 1 ≤ i < j ≤ n . Then, our instance has the form 
(X,�,DCon ∪ TCon) , where DCon is the set of domain con-
straints {(xij,C(i, j)) | 1 ≤ i < j ≤ n} and TCon the set of ter-
nary constraints {((xij, xik, xkj),R⋄

) | 1 ≤ i < j < k ≤ n} with 
R
⋄
= {(b, b�, b��) ∈ �3 | b ∈ b� ⋄ b��} . Namely, DCon restricts 

the values of a variable xij to the base relations of the cor-
responding qualitative constraint C(i, j) and TCon encodes 
all the consistent paths of length 2 that can exist in the net-
work. The resulting finite-domain network has n(n−1)

2
 varia-

bles and 
(
n

3

)
 ternary constraints. A solution of this finite 

instance corresponds to a scenario of a ��� , and vice versa 
[21]. The main disadvantage of this approach is that we are 
not able to make use of certain tractable subsets of qualita-
tive relations. This can seriously impact the performance of 
satisfiability checking for qualitative constraint languages 
that heavily rely upon those subsets, such as ��� -8 and 
Interval Algebra. However, for large-sized qualitative con-
straint languages (viz., where the partition scheme com-
prises hundreds of atoms) for which no tractable subsets are 
known, a finite-domain constraint satisfaction problem 
encoding can provide a considerable performance gain [96]. 
Nevertheless, in light of the strong relation that exists 
between qualitative and traditional constraint programming, 
it has often been the case that research in one paradigm 
inspired research in the other paradigm, and the other way 
around. For example, with respect to our own published 
research, the use of chordal graphs in ��� s [13] influenced 
the use of them in QSTR as well [79], and the exploitation 
of a variable elimination property in QSTR [81] led to a 
similar contribution for ��� s [49]; similar examples are 
available throughout the literature for the interested reader.

5.2 � Answer Set Programming

Answer set programming (ASP) is a form of declarative 
programming oriented towards difficult (primarily NP-
hard) search problems, and is based on the stable model 
(answer set) semantics of logic programming [57]. The 
elegance of this paradigm attracted various researchers in 
the QSTR community over the past years, who wanted to 
provide a declarative framework capable of representing 
and reasoning about high-level, qualitative spatio-temporal 
knowledge about the world [18, 56] (see also [10] in that 

regard). Recently, some researchers went even further and 
used answer set programming modulo theories (ASPMT), 
a framework of tight integration of answer set program-
ming (ASP) and satisfiability modulo theories (SMT), to 
enhance QSTR with quantitative reasoning capabilities [75, 
94]. Unfortunately, answer set programming does not scale 
well for ��� s, at least with respect to the problem of satisfi-
ability and when compared against native QSTR reasoners, 
as it is reported in [18, 56]. However, if we draw inspiration 
from the advances in the SAT community with respect to 
QSTR, where due to the usual blow-up and the lack of scal-
ability in SAT-based encodings for ��� s the researchers 
switched to collaborative approaches between SAT-based 
encodings and native QSTR model checkers [41], we can 
envision a similar collaborative approach between ASP tools 
and QSTR reasoners as well. In particular, with respect to 
the minimal labelling problem, we could think of an ASP 
tool providing stable models (scenarios) of an under-abstrac-
tion of a given ��� (in other words, a ��� that is typically 
easier to tackle due to restructuring its solution space) and 
letting a QSTR model checker act as a referee to accept or 
reject a scenario. By closing the loop, as in [41], and obtain-
ing back-and-forth reasoning in a lazy setting, one could 
then, for instance, translate the decision of the QSTR model 
checker into useful information for the ASP tool (e.g., send 
back a no-good in the form of an illegal condition) and 
enhance its performance.

6 � Conclusion

In this paper we discussed a research roadmap of what 
we think the next steps should be to go beyond the state 
of the art in Qualitative Spatial and Temporal Reasoning 
(QSTR). We made the case for researching novel local 
consistencies in the aforementioned discipline, defining 
dynamic algorithms pertaining to these consistencies that 
can allow for efficient reasoning over changing spatio-
temporal information, and leveraging the structures of the 
locally consistent related problems with regard to novel 
decomposability and theoretical tractability properties. 
Ultimately, we argued for pushing the envelope in QSTR 
via defining tools for tackling dynamic variants of the 
fundamental reasoning problems in this discipline, i.e., 
problems stated in terms of changing input data, as it is 
very often and naturally the case that real-world problems 
are stated in terms of evolving spatio-temporal informa-
tion. Therefore, it is pertinent to be able to reason just-
in-time about dynamic spatio-temporal data. Finally, we 
described a long-term ambition of integrating the novel 
tools into the larger context of highly active areas such 
as neuro-symbolic learning and reasoning, planning, data 
mining, and robotic applications. Ultimately, we would 
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like to inspire further discussion in the community about 
constraint-based QSTR in general, and the possible lines 
of future research that we outline here in particular.
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