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Abstract
For a research article (RA) to be accepted, not only for publication, but also by its readers, 
it must display proficiency in the content, methodologies and discourse conventions of its 
specific discipline. While numerous studies have investigated the linguistic characteristics 
of different research disciplines, none have utilised Social Network Analysis techniques to 
identify communities prior to analysing their language use. This study aims to investigate 
the language use of three highly specific research communities in the fields of Psychol-
ogy, Physics and Sports Medicine. We were interested in how these language features are 
related to the total number of citations, the eigencentrality within the community and the 
intra-network citations of the individual RAs. Applying Biber’s Multidimensional Analysis 
approach, a total of 771 RA abstracts published between 2010 and 2019 were analysed. 
We evaluated correlations between one of three network characteristics (citations, eigen-
centrality and in-degree), the corpora’s dimensions and 72 individual language features. 
The pattern of correlations suggest that features cited by other RAs within the discourse 
community network are in almost all cases different from those that are cited by RAs from 
outside the network. This finding highlights the challenges of writing for both a discipline-
specific and a wider audience.

Keywords Specificity · Discourse community · Multidimensional analysis · Social 
Network Analysis · Research article · Communication · Dissemination

Introduction

The question of which factors contribute to the success of a research article (RA) has 
increasingly become an area of interest in the field of scientometrics (e.g. Barnett et al., 
2011; Jamali & Nikzad, 2011; Lei & Yan, 2016; Nair & Gibbert, 2016; Chen et al., 2020; 
Colladon et al., 2020). Success is most often measured by citations or other metrics (such 
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as impact factor) that are derived from citations. Being cited by other scholars in one’s 
discipline is a sign of acceptance, if not necessarily agreement, by the community of peers 
that make up the discipline. Using the concept of discourse community to describe the 
members of an academic discipline, we see that one defining feature of discourse commu-
nities is the way in which it uses language to communicate. Furthermore, each discipline 
uses language in its own very specific ways.

Academic communities communicate, not exclusively but most formally, through RAs. 
As each RA can be linked to others through citations, these communities have the charac-
teristics of a social network i.e., each RA is a node in a network and each citation a link. 
Thus these communities can be investigated using social network analysis (SNA).

Using SNA to identify some very specific discourse communities within three distinct 
and diverse academic disciplines (Psychology, Physics and Sports Medicine), this paper 
will address two issues. First, it will attempt to describe the patterns of language use of 
these communities. Secondly, it will investigate if there are any relationships between the 
language use and the nature of their networks, in this case between frequency of gram-
matical items and either (a) the total number of citations received, (b) the number of cita-
tions received from other RAs within the network or (c) the centrality of RAs within their 
network.

Discourse communities

The idea of a discourse community, introduced by John Swales (1990), provides an under-
standing of how texts produce meaning through interaction and how authors’ linguistic 
choices depend on purposes, context and audience. Swales gave six defining characteristics 
that discourse communities possess:

1. broadly agreed set of common public goals,
2. mechanisms of intercommunication among its members,
3. participatory mechanisms used primarily to provide information and feedback,
4. utilisation and possession of one or more genres in the communicative furtherance of 

its aims,
5. some specific lexis,
6. a threshold level of members with a suitable degree of relevant content and discoursal 

expertise (Swales, 1990, pp. 24–27)

Characteristics two, four and five all point to the central role of language use in the 
definition of a discourse community. Research writing, of course, is not homogeneous but 
consists of a variety of specific, albeit related, genres that are used by different discourse 
communities. This concept of Specificity has emerged because “many language features, 
including vocabulary, are specific to particular disciplines” (Hyland & Tse, 2007, p. 251). 
Thus any investigation into the nature of language use in academic research needs to focus 
on specific disciplines individually as there are likely to be differences between research 
disciplines.

Studies that have considered this topic have typically involved genre analyses of RAs 
and focused on moves (e.g., Ebrahimi & Chan, 2015; Kim, 2014; Pho, 2008; Tseng, 2011) 
or lexico-grammatical features. Kim (2014), for instance, looked at move patterns in 
abstracts in the social sciences, Pho (2008) investigated the rhetorical moves of abstracts in 
the fields of Applied Linguistics and Educational Technology and the linguistic realizations 
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of moves and authorial stance in different abstract moves. Ebrahimi and Chan (2015) ana-
lysed and compared the discourse functions of grammatical subjects used in RA abstracts 
in the disciplines of Applied Linguistics and Economics, and Tseng (2011) analysed move 
structure and verb tense in Applied Linguistics abstracts.

The methodologies of the studies mentioned, however, have not considered the specific-
ity of the discourse communities from which the RAs came. Previous research has gener-
ally taken a random or more often semi-random selection of RAs from popular journals 
in various fields as their corpus. For instance, Tseng (2011) took 90 RA abstracts from 
three of the top seven journals in Applied Linguistics as they represented the, “status quo” 
(Tseng, 2011, p. 29) in the field. Although this makes an attempt at considering specificity, 
even Applied Linguistics has multiple foci of research and differing methodologies. The 
present study will attempt to address this limitation by using a shared topic being investi-
gated by the RAs as the initial selection criteria for the corpus.

Apart from a shared focus on a particular research topic, there is of course another 
aspect, unique to RAs, which can aid in the identification of specific research communi-
ties. Citations offer an explicit and measurable set of relationships between RAs that can be 
seen to be exhibits of points two and three of Swales’ defining characteristics of discourse 
communities. But more than simply offering mechanisms of intercommunication and par-
ticipation, authors are able to make their claim to a position within a community visible 
by citing others (Hewings, Lillas & Vladimirou, 2010). In addition to this, one could con-
sider the accumulation of citations as an indicator of the preferences of the members of the 
discourse community. Therefore, through considering citations, we can begin to see how 
the “participatory mechanisms used primarily to provide information and feedback” (i.e. 
Swales’ third point above) within a discourse community could be measured.

Citations and linguistic measures

In the field of Scientometrics, numerous studies have used citation data to investigate the 
relationships between various linguistic traits (such as titles, for example) and non-linguis-
tic traits and citation rates. Several of these studies shared a previously discussed limita-
tion, in that their corpora were chosen from an arbitrary set of journals. Lei and Yan (2016 
analysed the readability of abstracts and full texts of RAs in the field of Information Sci-
ence and investigated whether readability scores were correlated with the number of cita-
tions. The study limited its corpus selection to four journals; these were chosen as they 
were considered, “important journals in information science” (Lei & Yan, 2016, p. 1157). 
Similarly, Dolnicar and Chapple (2015) studied the association between readability and 
citations in tourism journals and compiled a corpus from a small selection of three journals 
with the highest impact factors.

Other studies have different limitations. Gazni (2011) investigated if the readability of 
RA abstracts correlated with their scientific impact, however, the data was collected across 
numerous academic fields, and thus no discourse community-specific conclusions could 
be drawn. Nair and Gibbert (2016), Jacques and Sebire (2010), Jamali and Nikzad (2011), 
Paiva, Lima and Paiva (2012), and Subotic and Mukherjee (2014) all looked at the attrib-
utes of RA titles and their relationship with citation counts. However, the brevity of titles 
means that little information can be gleaned as to how the fields studied use language more 
generally. Hartley, Sotto and Pennebaker (2002) found that highly influential RAs were 
more readable than less influential ones. Rather than any actual measure of citations, this 
study used a list of the 100 most influential journal articles in cognitive science in the 
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twentieth century posted on the World Wide Web (WWW) as their corpus of highly influ-
ential RAs. This was then compared to a control corpus of RAs taken from the same jour-
nal editions as the highly influential ones. The limitation of this study is that the wealth of 
data that exists in moderately cited RAs is excluded and thus a full picture of the discourse 
community as a whole and its relationship with its language use remains underexplored.

Similarly, three further studies have compared linguistic traits of RAs grouped accord-
ing to citations or impact. Jin (2018) compared two corpora of discussion sections in the 
field of Chemical Engineering using a Multidimensional Analysis (MDA) approach. The 
articles were grouped into a “Corpus of High-impact” RAs taken from highly cited arti-
cles from high impact journals and a “Corpus of Low-impact” RAs with few citations 
from, “less recognized peripheral journals”. Lu et al. (2019) selected RAs from the Public 
Library of Science (PLoS) from the fields of Biology and Psychology. Their analysis con-
sidered 12 variables of linguistic complexity: sentence length per article, standard devia-
tion of sentence length per article, type-token ratio, clause ratio, and the length and ratio 
for nouns, verbs, adjectives and adverbs. They categorised the articles into three groups: 
high impact (top 1% most cited papers), medium impact top 10% without the top 1%), 
and low impact (the remaining 90%). Chen et al. (2020) selected RAs from PLoS in Biol-
ogy, Genetics and Medicine-related fields. Their analysis used seven indicators of linguis-
tic characteristics (title length, abstract length, full-text length, sentence length, lexical 
diversity, lexical density and lexical sophistication) and categorised the articles into the top 
20%, bottom 20% and total of the viewed and downloaded articles. Of these three studies, 
only Jin (2018) found any relationship between linguistic traits and citations or impact. 
Their analyses suggested that more “expert” performances incorporated more metadis-
cursive features, first-person pronouns and evaluative statements with further explanation. 
However, all three studies grouped the RAs into arbitrary levels of citations/impact and 
analysed their data for differences between these groups.

Although all of these studies used citations as variables in their analyses, none of these 
studies considered if the corpora represented genuine communities by exploring if and how 
RAs were citing each other and how this influenced language use. The question of how to 
understand the citation ties between RAs is where we turn next.

Social network analysis

Social Network Analysis (SNA) has become an accepted method for analysing a broad 
variety of phenomena that can be conceptualised as nodes and the edges or ties that con-
nect them. Various measures of the characteristics of networks have been derived such as 
the clustering coefficient, which measures the prevalence of cliques or smaller highly inter-
connected groups within a network. Average path-length measures the average distance, 
measured by the connections between nodes, between all the nodes in a network. The most 
well-known of these characteristics is probably smallworldness. This has been shown to 
be a feature of most real-world networks (Humphries & Gurney, 2008). Being small world 
means that the network is neither regular (i.e. a uniform lattice) nor random, but some-
where in between. Smallworldness, then, is characterised by a high clustering coefficient 
and a short average path length. Another useful measure is eigencentrality, which is a 
measure of the relative influence a node has in a network (Spizzirri, 2011).

Owing to this variety of insightful measures, SNA has become a popular tool to study 
various attributes of academic publications. These include the social capital of authors 
(Jha & Welch, 2010; Nahapiet & Ghoshal, 1998), mapping the structure of publication 
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networks, (Barnett et al., 2011; Behara et al., 2014; Chen, Baird & Straub, 2014; Agnoloni, 
2014) and analysing the content of texts (Galvez, 2019; Busse, Gather & Kleiber, 2016). 
Few studies have explored the relationship between the language used in RAs and the 
social networks that they are part of. An exception is Colladon et al. (2020). This study 
attempted to use social network and semantic analysis to predict the future success of RAs 
using publications in the field of Chemical Engineering. The semantic features considered 
were abstract length, sentiment, complexity, lexical diversity and commonness. Although 
they found strong correlations between other variables and citations, only moderate cor-
relations were found between citations and the semantic variables. They concluded that 
writing longer, more informative abstracts somewhat contribute to publication success. 
However, similar to all the previously mentioned studies, the corpus was not collected by 
selecting RAs that cited each other and were therefore demonstrably in the same discourse 
community; rather, they were selected using RAs with the same All Science Journal Clas-
sification (ASJC) tag. Furthermore, the network variables used were based on the author 
network, i.e. the nodes in the network were individual authors. This last point should not 
be considered a limitation, however, but simply a difference between that study and the 
present one.

Linguistic measures

The studies which have investigated language use discussed thus far have considered a 
wide variety of linguistic measures that each have their own merits. This paper will employ 
Biber’s (1988) Multidimensional Analysis (MDA) technique, which explores genre vari-
ation using large text corpora and statistical tools, most notably factor analysis. The first 
reason for this approach to the present data is that, unlike measures such as readability or 
complexity, MDA does not measure theoretical constructs that are the subject of ongo-
ing debates (see e.g., Begeny & Greene, 2014; Kortmann & Szmrecsanyi, 2012). MDA 
merely uses computational tools to tag words in texts for their lexical and morpho-syntac-
tic categories. Frequency counts of linguistic features are then carried out within texts, and 
the distributions compared across texts (Biber, 1992). MDA is generally used to identify 
co-occurring distributions of linguistic features, which are rendered as numbered “dimen-
sions”. These dimensions are then interpreted and given a descriptive label. This inter-
pretation and labelling is the principal input of the researcher. The second important rea-
son for our approach is that conducting a MDA yields results on two levels of analysis: 
the primary level is constituted by the frequency distributions of all individual lexical and 
morpho-syntactic features; the secondary level consists of the identified dimensions, each 
of which includes a selection of the relevant primary features and their loadings, i.e. their 
relative contribution to the respective dimension. This study will exploit both levels.

Research question

The present study has the following two research questions. Firstly, which lexical, gram-
matical and semantic features co-occur in RA abstracts published on three specific research 
topics in the fields of Physics, Psychology and Sports Science? Secondly, are these lan-
guage features correlated with the characteristics of each of the citation networks includ-
ing total citations, eigencentrality and in-degree (i.e. the number of citations received only 
from within the citation network)?
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Method

Corpora selection

The corpora for this study were compiled from the Web of Science Core Collection. Three 
separate search terms were used initially. These were “post-traumatic stress disorder” or 
“PTSD” (the commonly used abbreviation), “Higgs Boson” and “Endurance training”. The 
three searches were then filtered by publication year (2010–2019) and document type (arti-
cle). This gave 8129 results for “post-traumatic stress disorder” (PTSD), 4897 results for 
“Higgs Boson” (HB) and 1722 results for “endurance training” (ET). The results were then 
exported as “full record and cited references”.

Network analysis

The exported files were analysed with the Network Analysis Interface for Literature Stud-
ies (NAILS cf. Knutas et al., 2015) in order to produce node and edge files of the biblio-
metric network. These files could then be imported into the open source network visualisa-
tion software Gephi (Bastian, Heymann & Jacomy, 2009), which was then used to filter 
the network to identify the specific research communities for the analysis. The network 
was first filtered using the “giant component query”. A component in network theory is a 
group of nodes (in this case RAs) that are connected to each other. The “giant component” 
filter identifies the largest of these components in the network and excludes all others. This 
means that all nodes in the network are connected, either directly or via other nodes. The 
network was then sub-filtered using both “in-degree range” (citations received) and “out-
degree range” (citations given) with the range parameters set to a minimum of one. This 
method ensures that all RAs were in one contiguous network and part of the same commu-
nity of communicating researchers. Gephi was further used to calculate the eigencentrality 
and in-degree of all RAs in the subsequent networks, as well as the clustering coefficient 
and average path length of each of the three networks. The smallworldness index was cal-
culated for each network using the qgraph package (Epskamp et al., 2012) in R 4.0.4 (R 
Core Team, 2021).

Multidimensional analysis

Once the specific communities of RAs had been identified, a multidimensional analysis 
(MDA) of linguistic variables for each of the corpora was conducted in order to extract lin-
guistic dimensions. After removing any extraneous text such as copyright information, the 
abstracts were grammatically annotated, or tagged, using the open source software Multi-
dimensional Analysis Tagger (MAT) (v. 1.2; Nini, 2014). Following the method suggested 
by Biber (1992), an exploratory factor analysis (EFA) was conducted on the data obtained 
from the MAT tagger to extract factors. As there were many tagged variables with very 
low scores (including many zeros), any variables with a mean of less than 0.2 per 1000 
words were removed from the data before the factor analysis. R 4.0.4 was used to perform 
the EFA using the psych package (Revelle & Revelle, 2015). Several criteria were used 
to determine the best number of factors. These criteria included a visual inspection of the 
scree plot, the deflection point of the eigenvalues, the Tucker-Lewis index of factoring reli-
ability and the interpretability of the resulting factors. After factor extraction, “Varimax” 
factor rotation was used to force each linguistic feature to load on as few factors as possible. 
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Only features with a loading of 0.35 or higher (following the method of Biber, 1992) were 
included in the factors and for any features that loaded on more than one dimension, only 
the highest loading was retained. The resulting dimensions list the co-occuring linguistic 
features and a weighting ranging from −1 to 1. By multiplying the z-score of the frequency 
of the linguistic features on a dimension by the weighting and calculating the mean of these 
weighted scores, a mean dimension score can be calculated for each RA.

Statistical analysis

In order to identify any correlations between linguistic variables and network variables, a 
correlation matrix of Pearson’s r coefficients for all possible pairs was computed using the 
rcorr function in the Hmisc package (Harrell Jr, F.E. & Harrell Jr, M.F.E., 2019) in R. In 
the first such analysis, the matrix contained the mean dimension scores for each dimension 
for each RA, the total citations received by each RA, the in-degree or number of citations 
received by each RA from other members of its research community, and the eigencen-
trality score of each RA. In the second analysis, the matrix contained the z-scores of all 
tagged linguistic variables, the total citations received by each RA, the in-degree or num-
ber of citations received by each RA from other members of its research community and 
the eigencentrality score of each RA.

Results

Network statistics

Table  1 shows the descriptive statistics of the citation networks for each of the three 
corpora used in this study. As described in the Method section, each corpus was derived 
from an initial keyword search on Web of Science and then filtered using the network 
visualization software Gephi (Bastian, Heymann & Jacomy, 2009). The filtering process 

Table 1  Descriptive statistics of RA citation networks

Corpora Endurance training 
(ET)

Higgs Boson (HB) Post-traumatic 
stress disorder 
(PTSD)

Downloaded references 1722 4897 8129
References after filtering 94% 501 176
% of total downloaded 5.4% 10.2% 2.2%
Total words 25,236 78,709 36,225
Mean citations 58.26 55.74 77.02
Range of citations 1–342 1–510 4–614
In-degree range 0–6 0–32 0–15
% in-degree cites 2.37 5.51 1.66
Clustering coefficient 0.072 0.116 0.039
Average path length 1.626 2.944 1.568
Smallworldness 12.887 6.494 24.037
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had the largest effect on the PTSD corpus with only 2.2% of RAs remaining and the 
least on the HB corpus, which retained 10.2% of the total downloaded references. The 
RAs in the PTSD corpus were the most cited with a mean of 77.02 citations per RA 
whereas ET and HB showed similar numbers of citations with 58.26 and 55.74, respec-
tively. Although the PTSD RAs had the most citations in total, the HB RAs had the 
most citations from other RAs within the corpora’s citation network. The HB network 
received 5.51% of the total citations from within the corpora network compared to 2.37 
and 1.66% for the ET and PTSD corpora, respectively. Similarly the HB network range 
of in-degree citations was higher than those of the other two networks. This should be 
expected given  that the giant component filtering had the least effect on the HB net-
work. It shows the HB network has the most citation inter-connections between RAs 
of the three and is thus the most self-contained of the networks. The PTSD network, 
by contrast, is the least self-contained and the  one most connected to the wider aca-
demic citation network, with the ET network falling somewhere between the other two 
on these measures.

Regarding the network analysis statistics, the HB network showed the highest clus-
tering coefficient and the highest average path length, indicating it was the least ran-
dom network, while the PTSD showed a lower clustering coefficient and shorter aver-
age path length, indicating it was the most random. These figures are reflected in the 
smallworldness indices, where the PTSD network has the highest score and HB the low-
est. Nonetheless, all three networks easily pass the accepted level of > 1 (ET = 12.887; 
HB = 6.494; PTSD = 24.037) as an indicator that the network is a smallworld network 
and indeed they also pass the more stringent level suggested by Humphries and Gur-
ney (2008) of > 3. Figures 1, 2 and 3 show graphical representations of the networks. 
Nodes represent individual texts and the edges represent a citation link. The size of 
each node indicates the in-degree citation score or, in other words, the citations the text 
received from other texts within this network. The shading represents the total (intra- 
and extra-network) citations which that text received, with darker shades indicating 
more citations.

Fig. 1  “Endurance training” cor-
pus: citation network. n.b. node 
size = in-degree citation score; 
node shade = number of citations 
(darker is more)
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Multidimensional analysis results

Appendices 1–3 show the multi-dimensional analysis loadings of grammatical features 
for each of the three corpora. The first corpus, based on the search term “endurance 
training”, was reduced to three dimensions. These are labelled “non-numerical con-
clusion statements”, “indicating results” and “describing procedure”. The second cor-
pus based on the search term “higgs boson”, was reduced to five dimensions. These 
are labelled “mathematical terminology”, “copular constructions”, “indicating tentative 
results” and “subordination strategies”. The third corpus based on the search term “post-
traumatic stress disorder”, was reduced to six dimensions. These are labelled “present 
relevance”, “comparison of actions, events or states”, “non-numerical description”, 
“subordinating strategies”, “indicating tentative results” and “passive constructions”.

Fig. 2  “Higgs boson” corpus: 
citation network. n.b. node size 
= in-degree citation score; node 
shade = number of citations 
(darker is more)

Fig. 3  “Post-traumatic stress dis-
order” corpus: citation network. 
n.b. node size = in-degree cita-
tion score; node shade = number 
of citations (darker is more)
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Comparison between dimensions

Although not identical, the various dimensions on each of the corpora show significant 
overlaps and similarities. For instance, both HB and PTSD demonstrate a significant 
use of passive constructions and subordination strategies. However it is on the use of 
mathematical notation, cardinal numbers and symbols, where HB and PTSD show a 
different pattern. HB shows a tendency towards using mathematical and other notations 
(and highly specialized words tagged as ‘foreign words’ by the corpus tagger, e.g. phi, 
mu and tau), whereas ET and PTSD are characterized by dimensions with tendencies 
towards a lack of this kind of mathematical notation. Only some form of “indicating 
results” is present in all three corpora, with the difference being that the results are 
stated less tentatively (i.e. without the use of possibility modals such may, can or could) 
in the ET corpus.

Table 2 shows for each corpus the correlations between the mean dimension score of 
each individual RA and either the total citations that RA received, the eigencentrality score 
of the RA within its network (as described above) or the in-degree (citations received from 
other RAs within the network) of that RA. A maximum p value of ≤ 0.1 was used to indi-
cate statistical significance. This was done in order to create better comparability with the 
results of Colladon et al. (2020) which is the most similar study to the present one. On the 
ET corpus, there were two statistically significant correlations. They were between total 
citations and Dimension 3 “describing procedure” (r = 0.29, p = 0.0048), and between in-
degree and Dimension 1 “non-numerical conclusion statements” (r = –0.23, p = 0.0280). 
On the HB corpus, there was one statistically significant correlation between citations and 
Dimension 1 “mathematical terminology” (r = 0.08, p = 0.0628). On the PTSD corpus, 
there was one statistically significant correlation between total citations and Dimension 6 
“passive constructions” (r = 0.24, p = 0.0011).

Correlations between individual grammatical features and network statistics

Table 3 shows the statistically significant correlations between individual grammatical fea-
tures and citations, eigencentrality and in−degree for each corpus. The complete correla-
tion matrices for all grammatical features tagged are shown in appendices 4–6. Each cor-
pus was tagged for 79 different grammatical features. Thus for each corpus, there were 237 
correlations calculated for each corpus (3 network measures × 79 grammatical measures). 
The ET corpus showed 24 correlations that reached at least a statistical significance level of 
p =  ≤ 0.1. Of these, the strongest correlations were with total citations. In the HB corpus, 
there were 32 correlations that reached at least a statistical significance level of p =  ≤ 0.1. 
In the PTSD corpus, there were 16 correlations that reached at least a statistical signifi-
cance level of p ≤ 0.1. In this corpus, unlike the others, the strongest of the correlations 
was with in-degree. In fact, the two strongest correlations in this corpus were both with 
place adverbials (with in-degree and eigencentrality). The ET and PTSD corpora showed 
similar patterns of having the highest number of statistically significant correlations with 
citations (11 and 6) and the least with in-degree (4 and 4), whereas in the HB corpus, the 
significant correlations were evenly spread across the different network measures (11 each 
for in-degree and eigencentrality and 10 for citations). This pattern whereby the HB corpus 
shows more emphasis on in-degree and eigencentrality than overall citations echoes the 
earlier finding that the HB network is the most self-contained (cf. Figs. 1, 2 and 3).
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Discussion

This study has investigated the links between characteristics of specific academic discourse 
communities and their use of language features. Unlike previous studies, the present study 
compiled corpora with the aid of SNA techniques that resulted in corpora in which all the 
RAs used were from a contiguous citation network. This ensured that the corpora reflected 
a unique discourse community. The three compiled citation networks, each discussing a 
particular topic within their discipline, were analysed in terms of various network features 
such as the number of citations, eigencentrality within the network, citations from within 
the network (i.e. in-degree), clustering coefficient, average path length and smallworld-
ness. The RAs were also analysed for their use of a wide variety of linguistic features. 
Furthermore, these language features were analysed to discover their co-occurring pat-
terns of use. Finally, correlations were calculated to investigate if any relationship existed 
between the relevant network features and language use. The three RA networks displayed 

Table 2  Spearman’s correlation coefficients (r) of network statistics and mean dimension scores

Statistical significance: **p ≤ 0.05; *p ≤ 0.1

Dimension 1
Non-numerical conclusion 
statement

Dimension 2
Indicating results

Dimension 3
Describing 
procedure

“Endurance Training” 
corpus

Citations −0.03 − 0.08 0.29**
Eigencentrality −0.17 − 0.12 0.12
In-degree −0.23** − 0.15 − 0.02
n = 94

Dimension 1
Mathematical 
Terminology 

Dimension 2
Copular 
Construc-
tions 

Dimension 3 
Constructions 

Dimension 4
Indicating Ten-
tative Results 

Dimension 5
Subordina-
tion Strate-
gies 

“Higgs Boson” corpus
Citations 0.08* −0.06 − 0.05 0.01 0.04
Eigencentrality − 0.07 − 0.02 0.02 0.05 0.01
In-degree − 0.02 0 0 0.06 0.01
n = 501

Dimension 1
Present 
Relevance 

Dimension 2
Comparison 
of Actions, 
Events or 
States 

Dimension 3
Non−numer-
ical Descrip-
tion 

Dimension 4
Subordina-
tion Strate-
gies 

Dimension 5
Indicating 
Tentative 
Results 

Dimension 6
Passive Con-
structions 

“Post− traumatic stress  
disorder” corpus

Citations −0.05 − 0.1 − 0.06 0.04 − 0.07 0.24**
Eigencentrality 0.05  − 0.07 0.1 − 0.01 −0.04 0.08
In-degree 0.06 − 0.05 0 − 0.04 − 0.02 0.012
n = 176
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Table 3  Spearman’s correlation coefficients (r) of network statistics and statistically significant linguistic 
features

Tokens TTR COND DT GER IN

“Endurance Train-
ing” corpus

Citations 0.34*** 0.44*** − 0.07 − 0.18* −0.26** 0.38***
Eigencentrality 0.12 0.24 − 0.1 − 0.17 0.05 0.15
In-degree 0.13 0.13 − 0.18* −0.08 0.05 0.16

PHC PIT POS TO TSUB VB

Citations − 0.17* − 0.07 − 0.22* − 0.13 0.47*** − 0.04
Eigencentrality − 0.19* − 0.09 − 0.12 −0.22** 0.3** − 0.18*
In-degree − 0.08 − 0.18* − 0.17 −0.21 0.15 −0.24

PASS PEAS PUBV SERE SMP SPIN

citations −0.29** 0.01 0.25** 0.02 − 0.15 0.18*
eigencentrality −0.26** −0.11 0.3** 0.17* −0.1 0.02
In-degree − 0.16 − 0.18* 0.14 0.13 −0.18* − 0.08
n = 94

ANDC DC CONC COND DPAR FPPI

“Higgs boson” corpus
Citations 0.11** − 0.08* 0.0. 0.03 0.18*** 0.06
Eigencentrality −0.05 − 0.03 0.15*** 0.05 0 − 0.08*
In-degree 0.03 − 0.01 0.07 0.09** − 0.01 −0.08*

INPR JJ NEMD NN NOMZ POMD

Citations 0.08* 0.03** − 0.02 − 0.15*** 0.07 −0.03
Eigencentrality 0.08* 0.05 − 0.02 −0.02 − 0.05 0.09**
In-degree 0.06 0.03 0.08* − 0.02 −0.08* 0.07

PRMD PRP RB TO TPP3 VBD

Citations 0.03 0.01 0.06 0.04 0.03 0.11**
Eigencentrality 0.12** 0.08* 0.05 − 0.09** 0.12** − 0.02
In-degree 0.13** 0.04 0.08* − 0.08** 0.08* − 0.04

VPRT PEAS SMP SPAU STPR WHCL

Citations 0.06 0.03 − 0.06 0.1** 0.1** 0.09*
Eigencentrality − 0.11** 0.09** − 0.08* 0.04 − 0.05 0.05
In-degree − 0.08 0.08* − 0.07 0.08* − 0.03 0.04
n = 501

Tokens TTR DEMO DPAR DWNT JJ

“Post− traumatic stress 
disorder” corpus

Citations 0.04 − 0.01 − 0.13* 0.21** 0.16** − 0.17**
Eigencentrality − 0.15** − 0.13* 0 0 − 0.06 − 0.07
In-degree − 0.04 − 0.05 − 0.1 0.03 − 0.04 − 0.13**
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a number of striking differences. Most notable, perhaps, was the percentage of citations 
that were received from within the network. The network of the corpus based on the search 
term “higgs boson” (HB) received considerably more intra-network citations compared 
to the other two: nearly double that of the network based on the search term “endurance 
training” (ET), and almost five times as many as the network based on the search term 
“post-traumatic stress disorder” (PTSD). It would seem from this statistic that this specific 
research area is relatively self-contained and represents the clearest example of a close-knit 
discourse community of the three considered in the present study. This interpretation is 
supported by the Web of Science subject categories to which each RA was assigned. The 
176 PTSD RAs were assigned to 12 different subject categories, whereas the 501 HB RAs 
were assigned to only three. Furthermore, the least common of these three HB categories 
consisted of only three RAs. On all of these measures, the ET network fell somewhere in 
between.

As expected (see previous research by, e.g., Huang, 2018; McGrath & Kuteeva, 2012; 
Jiang & Hyland, 2018), the corpora, coming from such fundamentally different disciplines, 
displayed some notable differences in their use of language features. This should not be 
surprising given the differences in the methods used and objects of study of the differ-
ent disciplines. The differences are especially noticeable in the dimensions that empha-
sise or de-emphasise the use of mathematical notation such as numbers, symbols and the 
words that represent them. It is, however, interesting to note the many overlaps between 
the dimensions against the backdrop of the debate within applied linguistics as to whether 
there is indeed an “academic” register or if this is too broad a term. The observed overlaps 
give a clearer idea of the patterns of language use that are widely enough used to be con-
sidered “academic” rather than specific to any discipline.

n =  176 Statistical significance: *** p ≤ 0.001; ** p ≤ 0.05; *p ≤ 0.1
ANDC Independent clause coordination; CD cardinal number; CONC concessive adverbial subordinator; 
COND conditional adverbial subordinator; DEMO demonstrative; DPAR discourse particle; DT determiner; 
DWNT downtoner; FPP1 first person pronoun; GER gerund; IN preposition/subordinating conjunction; 
INPR indefinite pronoun; JJ attributive adjective; LS list item marker; NEMD necessity modal; NN other 
noun; NOMZ nominalisation; PASS agentless passive; PEAS perfect aspect; PHC phrasal coordination; PIT 
pronoun it; PLACE place adverbial; POMD possibility modal; POS possessive ending; PRMD predictive 
modal; PRP personal pronoun; PUBV public verb; RB adverb; SERE sentence relative; SMP seem/appear; 
SPIN split infinitive; TO infinitive; TPP3 third person pronoun; TSUB that relative clauses on subject posi-
tion; TTR  type token ratio; VB verb, base form; VBD verb, past tense; VPRT present tense; PEAS perfect 
aspect; SMP seem/appear; SPAU split auxiliary; STPR stranded preposition; WHCL wh-clause; XX0 ana-
lytic negation

Table 3  (continued)

LS NN NOMZ PHC PLACE POMD

Citations 0.27*** 0.1 0.21** 0.1 0.08 − 0.11
Eigencentrality − 0.02 0.11 − 0.04 − 0.15** 0.33*** − 0.1
In-degree 0.11 0.19** − 0.03 − 0.06 0.37*** − 0.14*

PRMD WZPRES

Citations 0.04 − 0.02
Eigencentrality 0.19** 0.16**
In-degree − 0.04 0.06
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Arguably, however, it is the differences in language use between the corpora rather than 
the similarities that are most relevant. Here the correlations between language features and 
network characteristics can further highlight the subtle differences between disciplines 
regarding certain linguistic choices. For instance, the use of passive was positively cor-
related with eigencentrality in the PTSD corpus but was negatively correlated with cita-
tions and eigencentrality in the ET corpus. In the HB corpus, this correlation was close to 
zero (–0.03 and –0.02, respectively). Another example is attributive adjectives, which are 
positively correlated with citations in the HB data but negatively correlated with citations 
in the PTSD data. Nevertheless, attributive adjectives are slightly more common in the 
PTSD data (117 instances per 1000 words, compared with 108 in the Higgs Boson corpus) 
despite this being a less successful trait in the PTSD community. This indicates that the 
patterns of preference and dispreference for language features is complex and dependent on 
the particular feature.

It is important to note that the correlations identified in the present study are modest. 
Our findings do, however, parallel those of Colladon et al. (2020), who also found simi-
lar (and equally modest) correlations between citations and certain semantic features of 
abstracts in a comparable study. Modest correlations are what should be expected though, 
given that there are many factors that play a role in the success of a RA. Indeed many such 
factors have been well researched (e.g. Didegah & Thelwall, 2013; Jacques & Sebire, 2010; 
Jamali and Nikzad, 2011). The aim of this study was to investigate a hitherto neglected 
aspect of RAs that is nonetheless likely to play a role in publication success.

Modest correlations notwithstanding, there are some valuable insights to be gained from 
closely looking at the way in which the correlations are distributed. Although a multidi-
mensional analysis is a powerful tool to identify patterns of language use across multiple 
linguistic features, correlations between network characteristics and the linguistic measures 
used in this study were more common for individual language features than for the dimen-
sions. This is likely due to dimensions including multiple features, some of which did not 
correlate with a network characteristic. Those dimensions that did correlate contained indi-
vidual features with high loadings that themselves correlated with network characteristics. 
A little over half of the significant correlations were with features that were a part of a 
dimension, and the more important they were within the dimension, the more likely that 
dimension was to be significantly correlated with a network characteristic. Perhaps it is the 
individual linguistic features that correlate with network characteristics, but are not part of 
one of the identified dimensions, which are especially characteristic. Certainly it is the less 
obvious non-dimensional features that would-be authors could profitably assimilate into 
their own writing in order to give themselves an edge.

Another intriguing aspect of the correlation pattern is that, with only two exceptions, 
linguistic features correlate either with total citations or in-degree, but not both. The excep-
tions were split auxiliaries in the HB corpus and attributive adjectives in the PTSD corpus, 
which clearly suggests that language features that are popular within the community are 
different to those that are popular with those that are outside of the community. A fol-
low-up correlation analysis was conducted in which non-network citations were calculated 
by subtracting the in-degree number from the total citations for each RA. Correlations 
between linguistic features and non-network citations yielded only one additional statisti-
cally significant result for nominalisations on the HB corpus, which resulted in the cor-
relation between nominalisations and intra-network citations (i.e. in-degree) being nega-
tive (r = − 0.08, p = 0.0644), and between nominalisations and the non-network citations 
being positive (r = 0.08, p = 0.0837). This means that the use of nominalisations in RAs 
that discuss the topic “Higgs Boson” is associated with fewer citations from other RAs that 
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are within the immediate research community and more citations from RAs that are from 
outside it, which lends further support to the above conclusion. Moreover the observation 
is fully in line with (and qualifies further) the notion of linguistic specificity, which pro-
poses that different discourse communities use language in their own specific ways. In this 
case, the very specific discourse communities under investigation in the present study have 
their own unique discoursal expectations and conventions, whereas those outside of it have 
a variety of differing expectations that may or may not overlap. Thus RA authors seem to 
have two different audiences with differing expectations. Although specific advice on how 
a RA author can deal with these dual audiences is beyond the scope of this paper, authors 
would be advised to consider their aims for, and expectations of, their RAs within their 
research community and beyond when drafting their papers.

Regarding the limitations of this study, linguistic features are, as previously mentioned, 
only one of many aspects of a RA that are related to citations and centrality. Nonetheless, 
with the strong imperative for academics to publish and, as established in the discussion 
of discourse communities, the need for authors to use discipline-specific language in order 
to be accepted by their peers, linguistic conventions represent one aspect that cannot be 
ignored. This focus on discipline specificity leads to another potential criticism of the pre-
sent study, viz. that the corpora are very specific. However, it emerges exactly from the 
clear differences between the corpora under investigation in this study that any attempt to 
study the language of research needs to be very specific. In order to mitigate this potential 
issue, and to enhance the generalisability of its findings, this study has investigated a broad 
selection of very specific communities. From this follows of course that there are many 
other communities which may show other relationships to network features.

Conclusion

This study provides a unique perspective on the question of language use in academic dis-
course by using SNA as the starting point for specific discourse community identification. 
It suggests that language can play a modest but significant role in the acceptance of a RA 
by the community; however, most interestingly, it shows that authors need to balance the 
expectations of two audiences, both those in the immediate research community and those 
in the wider academic readership.

Appendix

See Tables 4, 5, 6, 7, 8, 9.
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Table 6  “Post-traumatic stress disorder” corpus: Multi-dimensional analysis loadings

Dimension 1 Dimension 2 Dimension 3

Present relevance Comparison of actions, 
events or states

Non-numerical description

Verbs—present tense 0.851 BE as main verb 0.681 Average word length 0.836
Perfect aspect 0.588 Predicative adjec-

tives
0.639 Attributive adjectives 0.524

Infinitives 0.397 Emphatics 0.428 Nominalisations 0.525
Public verbs
Verbs—past tense

− 
0.383

− 
0.719

Other nouns
Symbols
Cardinal numbers

− 
0.372

− 
0.420

− 
0.590

Dimension 4 Dimension 5 Dimension 6

Subordination strategies Indicating tentative results Passive constructions

Present participial WHIZ dele-
tion relatives

Suasive verbs
Verbs—gerund/present participle
THAT verb complements

0.663
0.563
0.558
0.379

Verbs—base form
Type token ratio
Possibility modals

0.542
0.541
0.536

Verbs—past parti-
ciple

0.810

Agentless passives 0.763

Phrasal coordination − 0.393
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