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Abstract
In the Russo-Ukrainian war, propaganda is pro-
duced by Russian state-run news outlets for
both international and domestic audiences. Its
content and form evolve and change with time
as the war continues. This constitutes a chal-
lenge to content moderation tools based on ma-
chine learning when the data used for train-
ing and the current news start to differ signifi-
cantly. In this follow-up study, we evaluate our
previous BERT and SVM models that classify
Pro-Kremlin propaganda from a Pro-Western
stance, trained on the data from news articles
and telegram posts at the start of 2022, on the
new 2023 subset. We examine both classifiers’
errors and perform a comparative analysis of
these subsets to investigate which changes in
narratives provoke drops in performance.

1 Introduction and Related Work

Fake news has been shown to evolve over time
(Adriani, 2019). A piece of news is often modified
as it spreads online by malicious users who twist
the original information (Guo et al., 2021), while an
imperfect replication process by other users leads
to further distortion (Zellers et al., 2019). Guo et al.
(2021) showed that the disinformation techniques,
parts of speech, and keywords stayed consistent
during the evolution process, while the text simi-
larity and sentiment changed. Moreover, accord-
ing to their scoring, the distance between the fake
and evolved fake news was more prominent than
between the truth and the initial fake news. The
evolved ones sound more objective and cheerful
and are more difficult to detect. Jang et al., 2018
also observed significant differences between real
and fake news regarding evolution patterns. They
found that fake news tweets underwent a more sig-
nificant number of modifications over the spreading
process.
Inn case of fake news and disinformation origi-
nating in state-run outlets, we talk about propa-
ganda. In this and previous studies, we focus on

Russian propaganda. (Kendall, 2014; Chee, 2017;
Parlapiano and Lee, 2018). It has been shown that
the Russian Presidential Administration exercises
coordinated control over media advertising bud-
gets and editorial content whilst maintaining an
illusion of media freedom by letting a small num-
ber of minor independent media outlets operate
(Lange-Ionatamišvili, 2015). Hence, the adapta-
tions to Kremlin’s political agenda are an additional
factor that contributes to how Russian fake news
evolves. Modern Kremlin propaganda fundamen-
tally appeals to former greatness, glorification of
the Russian Empire, the victory in World War II,
the Soviet Union’s past and the narrative of ‘Facing
the West’ (Khrebtan-Hörhager and Pyatovskaya,
2022). Looking at the key narratives between the
beginning of 2022, and the start of 2023, after a
year of unsuccessful assault we observe several
shifts in the narrative. At the beginning of the war,
the official goals and objectives were identified by
obscure terms such as "denazification" and "demil-
itarization" of Ukraine. At the same time, a fight
against the Neo-Nazis has become an established
rhetoric of the highest officials. "American bio-
labs in Ukraine", "8 years of genocide in Donbas"
and the claim that the Ukrainian government is re-
sponsible for shelling its own cities (Korenyuk and
Goodman, 2022; Opora, 2022) became the most
frequent topics.
After almost one year, Russian officials now openly
recognize shelling of civilian electric infrastruc-
ture (Kraemer, 2022; Luke Harding and Koshiw,
2022; Grynszpan, 2022; Ebel, 2022), while propa-
ganda directed to the external audience becomes
majorly blackmail threatening Western countries
to prevent them from supplying Ukraine (Faulcon-
bridge, 2022a). As for the internal audience, the
main objective is to support mobilisation efforts in
Russia (Romanenko, 2022).
In our initial study (Solopova et al., 2023), we
proposed two multilingual automated pro-Kremlin
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propaganda identification methods, based on the
multilingual BERT model (Devlin et al., 2018) and
Support Vector Machine trained with linguistic fea-
tures and manipulative terms glossary. Considering
the aforementioned transformations, we hypothe-
sised that our models’ performance should drop
on the 2023 data. In this follow-up study, we mea-
sured how the models trained a year ago perform
on current news from the same sources. We also
analysed how their language changed according to
our linguistic feature set.
In Section 2, describe the experimental setup and
the new data set. We present our results in compar-
ison to those from 2022 in Section 3. In Section
4 we carried out an error analysis of the SVM and
BERT models. For the SVM we contrasted the lin-
guistic feature distributions in the groups of errors.
For the BERT model, we applied a simplified word
importance approach to gain insight into vocabu-
lary and morpho-syntactical categories. In Section
5, we compare the 2022 and the 2023 data sets to
see how propaganda evolved overall in our given
context. Finally, we discuss our key findings and
draw a conclusion in Section 6.

2 Methods

2.1 Models

In our initial study, we implemented a binary clas-
sification using the Support Vector Machine model
for input vectors consisting of 41 handcrafted lin-
guistic features and 116 keywords (normalized by
the length of the text in tokens). For comparison
with learned features, we extracted embeddings
using a multilingual BERT model (Devlin et al.,
2018) and trained a linear model using these em-
beddings. In this study, we apply the models to the
new data from the same sources to see how resistant
such systems are to changes in the data provoked
by the changing events of war and adaptations from
the Kremlin’s propaganda campaign. We evaluate
the performance of our models using Cohen’s κ
(Cohen, 1960), F-measure (Powers, 2008), false
positive and false negative rate.

2.2 Data

We automatically scraped articles from online news
outlets in Russian, Ukrainian, Romanian, French
and English language, attributing each source to
either Pro-Kremlin or Pro-Western class. We
assigned ground-truth labels without manual la-
belling, based on journalistic investigations, or, in

the case of Romanian data, using proxy websites,
which categorize outlets as those containing fake
news. We filtered out the news on neutral topics.
For Russian and Ukrainian we also collected posts
from Telegram news channels which are the most
popular alternative to traditional media. For pro-
Western channels, we used those recommended by
Ukrainian Center for Strategic Communications1,
while for the Pro-Kremlin stance, we identified one
of the biggest Russian channels with a pro-war nar-
rative.
We had 8 data collections from the 23rd of Febru-
ary until the fourth of April, 2022. In 2023, we
collected on the 9th of January. Although this par-
ticular day can be considered relatively peaceful in
terms of war events, this collection contained news
about the preceding incidents and overall political
analysis.
We made sure to collect from the same sources as
the last year. However, French RT was banned from
broadcast in Europe. Instead, we scraped a fran-
cophone version of the Turkish Anadolu Agency,
which evokes Russian versions of the events in its
reports. We also completed RainTV with Meduza
news in the Russian liberal subset, since at the
moment Meduza is a source with the least dubi-
ous reputation, widely read by the liberal Russian
community. In 2022, we trained the model with
18,229 out of 85k texts to balance out different lan-
guages and sources. In 2023, we collected 1400
texts overall. You can find the data and our code in
our Github repository2.

3 Results

The full test in 2022 corresponds to the perfor-
mance on 8700 samples of the original test set,
while the small is a random sampling of the orig-
inal 2022 test set to correspond to the size of the
2023 set and makes them comparable. Although
we also took an average of 5 seeds, the perfect com-
parison is complicated since we cannot ensure a
balanced representation of the test samples from
2022 and 2023 in their complexity. As shown in Ta-
ble 1, both models stayed accurate on the task. The
SVM model on the 2023 data slightly outperforms
its small test results from 2022 and even the full test
as per κ. It seems quite stable in its false positive
rate across the experiments but has a higher false
negative rate, especially seen in the 2022 small test

1https://spravdi.gov.ua
2https://github.com/anonrep/pro-kremlin_propaganda

41 



Model F1 Cohen’s κ FP% FN%
SVM 2022 full test 0.88 0.66 8% 3%
SVM 2022 small 0.74 0.5 9.5% 16%
SVM 2023 0.85 0.71 9.5% 4%
BERT 2022 full test 0.92 0.81 2% 2%
BERT 2022 small 0.87 0.74 11% 1.4%
BERT 2023 0.93 0.87 5% 0.8%

Table 1: The Table shows the models’ performance on 2022 and 2023 subsets.

results.
The BERT on the 2023 data outperformed both full
and small 2022 tests in f1 and κ. On the 2023 data,
there are considerably fewer false negatives, while
it shows a slight tendency towards false positives.
12 out of 12 news from liberal Russian outlets were
labelled as propaganda by both SVM and the BERT.
The SVM had difficulty with the Ukrainian Tele-
gram, labelling 50% as propaganda. In terms of
the Ukrainian outlets which in 2022 we consid-
ered as Pro-Kremlin propaganda, in ‘Newsua’ both
BERT and SVM found no propaganda, while in
‘Strana.ua’, almost 100% was found to be propa-
ganda by both models.

4 Error analysis

SVM. Regarding the SVM model, some patterns
can be observed by looking into the distributions
between the true positives, true negatives, false pos-
itives, and false negatives. Thus, the number of
reports mentioned, positive sentiment, stative verbs
and subordinate clauses used all indicate strong
similarities in distribution between true positives
and false positives. In the case of relative clauses,
clauses of condition and time, there is a correlation
between both true positives-false positives and also
true negatives-false negative pairs. False negatives
also have the highest average sentence length. Fi-
nally, we observe the highest number of abstract
nouns and adjectives in true negatives and false
positives, which means it can be a very confusing
category in 2023 data. Out of the keywords, the
most confusing are ‘Europe’, ‘Kremlin’, ‘invasion’
and to a lesser degree ‘Belarus’. For more informa-
tion see Appendix A.1
BERT.We were inspired by the attribution method
(Sundararajan et al., 2017). It is based on inte-
grated gradients and requires retraining of the ini-
tial model. This approach is also computationally
expensive because it uses back-propagation to cal-
culate word importance. We segmented texts, so

that the first segment is the first token of the text,
while every next segment will have another next
word unmasked until the last segment becomes a
full text again. We classify each of them.

text = w0, w0 + w1, w0 + w1 + w2...+ wn

If the new next word changed the prediction value
and its probability, it was recovered into either the
list of words inducing pro-Kremlin or Pro-Western
prediction, separately for 2022 and 2023. We anal-
ysed extracted lists with linguistic features extrac-
tion script to see if there are some similarities in
how experts and BERT choose propaganda fea-
tures.
Thus, the first finding is that BERT identifies the
names of the sources appearing in the text and
connects them to the prediction classes. For in-
stance, ‘ziua’, the name of a Romanian tabloid is
one of the most frequent words we extracted for
Romanian words, which changes prediction into
‘propaganda’. In contrast ‘activenews’, a neutral
Romanian news outlet always changed prediction
value into ‘pro-Western stance’. Even more, in
2022 french data a link to Russian ‘Ria’ news also
was accurately determinant for propaganda class.
In 2023, the main word indicating propaganda in
Russian news was ‘main/head’, for the French ‘au-
thority’ and for the Romanian ‘treaty’. In con-
trast, the main words for pro-Western prediction
for the Russian were ‘announce’ and ‘sovereign
default’. In 2023, the main words indicating pro-
paganda for Romanian were ‘sanctions’, ‘tribunal’
and ‘war’. In 2022, the word ‘war’ was actually a
determinant for propaganda, while words describ-
ing punishment were not typical topics for Roma-
nian media, they were, however, already present in
Ukrainian one. It is possible that keywords BERT
learnt in one language are projected to others in the
multilingual model. In 2023 Pro-Kremlin propa-
ganda in Ukrainian news would focus on the word
‘Putin’ while predicting for Pro-Western news are
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words ‘Ukraine’ and ‘Ukrainians’. In Ukrainian
Pro-Western news, words connected to national
institutions such as ‘government’, ‘minister’, and
‘state’ are significant.
In the Russian language, a keyword most reliable
for prediction of the liberal side is ‘orcs’, the way
how Ukrainians call Russian soldiers (while Russia
is called ‘Mordor’ by the analogy of Tolkien’s Lord
of the Rings).
By classifying the resulting words according to cat-
egories of linguistic features, we can see that many
categories are matched. The most popular parts of
speech are adjectives, abstract and proper nouns,
and high-modality words. Many of them express
either strongly negative or positive connotations.
Similar to our initial study results, reporting words
are highly predictive of the Pro-Kremlin stance in
the Russian language in 2022.
Syntactical features such as different types of
clauses are present to a lesser degree. Hence, mor-
phological information may be used more than syn-
tactical one for predictions.
Some glossary keywords were also used by BERT’s
model, e.g., ‘war’, ‘special operation’, ‘DNR’,
‘LNR’, ‘negotiations’, and ‘Kremlin’.

5 Comparative Analyses

We decided to look into the evolution of propa-
ganda, by comparing the averages for each feature
between 2022 and 2023 for each subset. We used
z-score normalized averages. We could not use
medians, which are a better choice, because the
data is sparse, most of the medians equal 0, which
complicates normalization and significance testing.
We chose the Mann-Whitney U-test, as the events
are not paired and are not normally distributed. See
the comparison in Figure 1. The most substantial
difference is seen for the keyword "Kiev Regime",
which became a lot more frequent in the Russian
Telegram, where users also started discussing more
negotiations and ‘the west’, making more claims,
and using more assertive words, adverbs and other
high-modality words. Russian state-run outlets on
the other hand started using considerably less ‘Spe-
cial military operation’ wording but also dropped
the rhetoric of ‘the Republic of Crimea’, ‘LNR’
and ‘DNR’, which the Russian Federation annexed
and considers its own regions, rather than indepen-
dent republics. It also speaks less of negotiations,
sanctions, genocide, fake news and Belorussia.
Russian Liberal news did not change its style and
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Figure 1: The dot plot shows the comparison between
2022 and 2023 subsets according to linguistic features.
The dot size shows P-values while the colour shows the
effect size. It represents the difference between the 2023
and 2022 averages, with red indicating growth in usage
and blue meaning the drop.

narrative, nor did English-speaking, French Pro-
Western and French Pro-Kremlin news. Romanian
Pro-Kremlin data became less emotional. We can
observe a drop in most negative and positive emo-
tions, especially in ‘trust’. There can be seen more
abstract nouns and conditional clauses, which are
more typical for the Pro-Western narrative but also
relative clauses and claims, which can usually be
seen more in Pro-Kremlin news. On the other hand,
Pro-Western Romanian media has much more neg-
ative sentiment than at the beginning of 2022, there
is more anger and fear. They talk more about the
deceased and the attacks, calling out Kremlin more
directly.
Ukrainian Pro-Western news became more neutral,
as negative and positive emotions calmed down,
particularly trust. There is less mention of geno-
cide, embargo, negotiations and sanctions, which
were more important topics for 2022. A rise in
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the clause of time, adverbs and especially proper
nouns is significant, reflecting mostly the discus-
sion around armament supplies.
In Ukrainian Telegram, on the contrary, there is
more anger, awaiting, and sadness. The high effect
size for the keyword ‘fake’ reflects Ukrainian ef-
forts to debunk Kremlin propaganda. Stylistically,
the language possesses more adjectives, and sub-
ordinate clauses of reason, purpose and condition.
The potentially Pro-Kremlin news in Ukrainian,
which seems to have partly changed their alle-
giance, shows more emotion of trust and fear, it
is in general more expressive, with a higher num-
ber of adverbs. It uses the Russian manipulative
‘Belorussia’ term and ‘Belarus’ but leans more to-
wards the latter. For comparing the languages see
Appendix A.1.

6 Discussion and Conclusion

We applied an SVM with linguistic features and
BERT multilingual model trained on the data from
the beginning of 2022 to the new data from 2023.
Since it is complicated to balance the complex-
ity of the test sets, the true accuracy of the model
lies anywhere between the full and the small 2022
test results, depending on how explicit the propa-
ganda is. However, it is still possible to claim that
both models successfully accurately identify a pro-
Western stance.
Both classifiers are more prone to false positives.
As we showcased in the SVM model’s error anal-
ysis, some distributions of significantly important
features from our previous study, like abstract
nouns and adjectives, are now similarly distributed
between false positives and true positives.
At the same time, the BERT model is prone to at-
tributing the class according to the news source
name mentioned, which can lead to the model
predicting everything describing or even debunk-
ing these outlets as propaganda. Overall, we ob-
served that morphological information may be used
more than syntactical one for predictions in BERT,
while according to our initial study, a tendency to-
wards some subordinate types distinguishes well
the two stances. At the same time, the rise in tem-
poral clauses in pro-Western stance, which in 2022
was highly significant for pro-Kremlin news may
explain the higher miss-classification rate of the
SVM.
The word ‘war’ appeared highly predictive for both
SVM and BERT. Indeed, at the beginning of the

war, this term was avoided by Kremlin officials
and even made illegal in Russia (Troianovski and
Safronova, 2022; Faulconbridge, 2022b). Hence, it
would usually not appear in Pro-Kremlin news that
used euphemisms instead.
In the Romanian language, we can see how in 2022,
in contrast to other languages, it was a determinant
for propaganda, and now it is a determinant for
pro-Western news. Consequently, some mistakes
may be coming from such terms.
All liberal Russian 2023 news was identified as Pro-
Kremlin propaganda by both classifiers. However,
they did not change their style since 2022, even
though we added Meduza.
Meanwhile, Romanian Pro-Kremlin sources in
2023 became more neutral. Similarly, in Ukrainian
‘Newsua’ which according to journalistic investiga-
tions was flagged as Pro-Kremlin, in 2023 100%
of articles were classified as Pro-Western, by both
models.
The evolution of war news gives us an insight into
deeper-rooted differences between the sides of the
conflict. The fact that in the Ukrainian language in
2023, in contrast to 2022, Pro-Kremlin propaganda
focuses on what Putin says, while real Ukrainian
news almost does not mention him, but instead fo-
cuses on the Ukrainian government and Ukrainians
themselves reflects how wartime societies evolve.
Overall, both models managed to draw good re-
sults on 2023 data, even considering how much
topics and linguistic characteristics changed after
one year of the war.

Limitations

The classical attribution method may be a more reli-
able explainability approach for BERT-like models
than the one presented. We cannot be sure that
these exact words and not them being present in
combination with others, or even the length of the
text is what changes prediction. In our future work,
we want to expand on the explainability and trans-
parency of our algorithms, add more languages and
provide a web application interface. The compa-
rability of the performance of the models on the
2022 and 2023 sets still leaves much to be desired.
No cleaning nor filtring was performed over the
scraped text which can contain irregular symbols
left from the website meta-data. At the same time,
collaboration with a fact-checking agency would
also increase labelling quality.
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It should be disclosed that the corresponding au-
thor is of Ukrainian nationality, although the study
is not funded nor in any way affiliated with any
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work seeks to contribute to the automated content
moderation efforts to protect human moderators
from the constant psychological trauma they have
to undergo reading toxic and manipulative posts
and news. However, an imperfect automated tool
may flag neutral content and should not be used to
demonetize or ban internet users on social media.
Unfortunately, such technology can be used to re-
inforce eco-chambers if users choose to filter out
everything that is, e.g. not Pro-Kremlin propa-
ganda. It can also help create tools which would be
able to produce propaganda which will avoid these
specific phenomena we describe, and thus make it
more difficult to detect.
We also hope to support the general efforts to
strengthen European security in the face of the Rus-
sian international propaganda campaign, by scaling
defensive capacities and increasing citizens’ aware-
ness.
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Figure 2: Normalized averages from the Comparative analysis. Linguistic features.
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Figure 3: Normalized averages from the Comparative analysis. Keywords.
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Figure 4: Error analysis. Normalized averages of linguistic features for the groups of errors.
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Figure 5: Error analysis. Normalized averages of keyword occurrences for the groups of errors.
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