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‘Like, the joyous, sprightly spring,
Forever follows an icy winter streak,
When things are going not quite well,
Wait! Life flips, sooner than we can tell.’

From the poem *Braving the Weather*

— Myself

Dedicated to the cosmos that destined and acted through its elements and agents to make this happen.
Facial expressions constitute one of the main channels through which humans convey a rich variety of non-verbal cues that facilitate communication and interaction with other humans. Affective computing systems usually analyse human facial expressions in order to recognise the affective, mental, or psychophysiological states of humans. This has the potential to enhance human-machine interaction as well as facilitate the development of assistance systems for improving the quality of life of humans. The Facial Action Coding System (FACS) is used by psychologists as the standard for describing facial expressions objectively in terms of their constituent facial muscle movements, known as Action Units (AUs). Analysis of the semantics and nuances of facial expressions is then performed in terms of AUs.

Computer vision researchers have developed several approaches for automatically recognising AUs and their intensities from facial images or videos. One category of approaches focuses on using data-driven machine learning methods to detect AUs based on patterns in visual input data. Another category of approaches focuses on using deformable face models that describe AUs semantically in terms of the facial shape deformations that they cause. While the former category of approaches can attain good predictive performance by learning robust patterns covering large variance in input training data, the latter category of approaches facilitates interpretability by virtue of using AU-based deformable face models. Therefore, a combination of both categories of approaches could help in building interpretable systems for automatic facial expression analysis with good predictive performance.

This dissertation presents a probabilistic state estimation framework for integrating data-driven machine learning models and a deformable facial shape model in order to estimate continuous-valued intensities of 22 different AUs. A practical approach is proposed and validated for integrating class-wise probability scores from machine learning models within a Gaussian state estimation framework. Furthermore, driven mass-spring-damper models are applied for modelling the dynamics of facial muscle movements. Both facial shape and appearance information are used for estimating AU intensities, making it a hybrid approach.

Several features are designed and explored to help the probabilistic framework to deal with multiple challenges involved in automatic AU detection. On the human front, these features calibrate the person-specific facial shape and appearance, and enable adaptation to the viscoelastic properties of different facial muscles. On the technical
front, these features (i) deal with the similarities in facial shape deformations caused by various AUs, (ii) handle the disproportional shape deformations caused by subtle and pronounced AUs, and (iii) confine the estimated AU intensities to a valid range. On the practical front, these features enhance robustness by handling missing or anomalous information.

The proposed AU intensity estimation method and its features are evaluated quantitatively and qualitatively using three different datasets containing either spontaneous or acted facial expressions with AU annotations. The proposed method produced temporally smoother estimates that facilitate a fine-grained analysis of facial expressions. It also performed reasonably well, even though it simultaneously estimates intensities of 22 AUs, some of which are subtle in expression or resemble each other closely. The estimated AU intensities tended to the lower range of values, and were often accompanied by a small delay in onset. This shows that the proposed method is conservative. In order to further improve performance, state-of-the-art machine learning approaches for AU detection could be integrated within the proposed probabilistic AU intensity estimation framework.

In addition to AU intensity estimation, this dissertation explores the applicability of the estimated AU intensities for automatic analysis of mental states such as pain and distraction. A survey of automatic pain detection approaches, conducted as part of this dissertation, highlights the progress and deficits in this field. Several AU-based rules are designed for pain intensity estimation based on psychological evidence, and their performance is evaluated empirically. The potential of these AU-based rules to automatically generate explanations for pain detections is also illustrated. Furthermore, a preliminary analysis of the estimated AU intensities shows differences in facial actions between various distraction scenarios during simulated driving.

Facial expressions are not the only channel through which mental states are expressed. Physiological changes also accompany changes in mental states. However, these physiological changes vary between persons, and are influenced by a multitude of other factors. This dissertation presents some initial efforts made towards dealing with these challenges. The results of this dissertation show that more interdisciplinary research is needed to address the open challenges in the field of automatic mental state analysis, particularly to build reference datasets, to model interpersonal differences, and to generate human-comprehensible explanations of predictions.


Es wurden mehrere Funktionen entwickelt und untersucht, um die verschiedenen Herausforderungen bei der automatischen Erkennung der AUs zu bewältigen. Erstens wurden Lösungen entwickelt, die die personenspezifische Gesichtsform und das Aussehen kalibrieren und die Anpassung an die viskoelastischen Eigenschaften verschiedener Gesichtsmuskeln ermöglichen. Zweitens wurden Lösungen konzipiert, die (i) die Ähnlichkeiten der durch verschiedene AUs verursachten Gesichtsformveränderungen behandeln, (ii) die durch subtile und markante AUs verursachten disproportionalen Formveränderungen berücksichtigen und (iii) die geschätzten AU-Intensitäten auf einen gültigen Bereich beschränken. Drittens wurden Lösungen entworfen, die fehlende oder anomale Informationen robust behandeln.


Die Mimik ist nicht der einzige Kanal, durch den mentale Zustände ausgedrückt werden. Physiologische Veränderungen gehen auch mit Veränderungen der mentalen Zustände einher. Diese physiologischen Veränderungen sind jedoch von Person zu Person unterschiedlich und werden von einer Vielzahl anderer Faktoren beeinflusst. In die-
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Part I

SYNOPSIS OF THESIS
Humans are social beings and engage in social interactions, which require them to infer the mental states of others. Psychologists and cognitive scientists have been (i) studying the socio-cognitive processes in the brain that provide humans with this ability to infer the mental states of others [7, 178], (ii) developing theories on how external or internal events influence mental states [131, 132, 162], and (iii) investigating how the mental state affects the behaviour and physiology of the individual [73, 91, 97, 106, 157]. Computer scientists have applied these pieces of knowledge to develop methods to automatically detect mental states based on observable behavioural or measurable physiological signals [88, 170, 188].

Such automatic mental state analysis finds application in many fields. In human-robot interaction, automatic analysis of the human user’s mental state could help to adapt the robot’s behaviour. For example, in [112], a robot basketball coach adapts the game’s difficulty level based on the anxiety levels of the player. Further, automatic mental state analysis could contribute to preventive healthcare, by monitoring and detecting unhealthy stress levels at workplaces or in everyday life [15]. In the medical field, mental state analysis could assist professionals in the diagnosis of psychological conditions such as depression [151], or assist caregivers in efficient detection and subsequent treatment of pain [68, 198]. In the field of market research, automatic mental state analysis could be used to study a subject’s emotional response to advertisements (e.g. [60]). As can be seen from these examples, the mental states (e.g. anxiety, stress, depression, pain, emotions) that are analysed depend on the application or use case.

Mental states can be analysed using different behavioural and physiological signals. Behavioural signals include, for example, facial expressions, vocalisations and body movements. Physiological signals include electrocardiogram, electromyogram, electroencephalogram and body temperature, to name a few. The signals that are analysed depend on the mental state that is to be detected. Facial expressions have been found to be important for non-verbal communication [66, 126, 142], which includes communication of information about mental states such as emotions and pain [31, 45, 47, 97]. Body movements and vocalisations are also useful for assessing pain (cf. [33, 91, 102, 192]). Speech or auditory signals have been found to be useful for communicating emotions [51] or attitude [126]. Stress influences physiological signals [49], and can be observed through physiological parameters such as Heart Rate Variability (HRV) [73] and Skin Conductance (SC).
The analysis of eye movements could be useful in detecting distractions [89, 160]. Although certain signals might contribute more information than others, combining information from multiple signals could improve the performance of automatic mental state analysis by making use of redundant as well as complementary information (cf. [57, 182, 196]).

Given the prominence of facial expressions in the communication of mental states, the automatic analysis of facial expressions using images and videos has received a great deal of attention from the computer vision research community. Over the last two decades, good progress has been made in this field [124, 159]. Several datasets with annotated facial videos and images have been published (see [124, 159]), several data-driven machine learning (e.g. [35, 109, 118]) and deformable face model-based (e.g. [37, 38]) approaches have been investigated, and international competitions (e.g. FERA Challenge [185], AVEC Challenge [151], EmotiW [34]) have been organised to promote the development of efficient and robust methods for facial expression analysis and facial expression based mental state analysis.

Psychologists have analysed facial expressions using two approaches: message judgment and sign judgment [21, 22]. This terminology can be adopted to categorise the computer vision methods for automatic facial expression analysis (cf. [188]). The methods for message judgment detect the mental state or ‘message’ communicated through facial expressions. The most common goal is either the recognition of the basic emotions identified by Paul Ekman and colleagues’[43–45] (categorical model) (e.g. [35]) or the estimation of the valence and arousal dimensions of emotions proposed by Russell [155] (dimensional model) (e.g. [53, 150]). The methods for sign judgment (e.g. [109]) detect basic facial movements known as Action Units (AUs) that are defined in the Facial Action Coding System (FACS) [46], and thus produce an objective description of the facial expression.

Message judgment methods learn the target categories either directly from visual data (one-step) (e.g. [92]) or from the output produced by sign judgment methods (two-step) (e.g. [10]). In the latter case, the complexities involved in the automatic detection of mental states are divided into two parts. The first part—AU detection—deals with the complexities and challenges at the level of facial image/video processing, in order to produce a high-level, semantic description of facial expressions in terms of AUs. The second part—mental state detection—deals with the complexities at the level of inferring mental states by applying domain knowledge and by using noisy estimations of facial muscle movements (i.e. AUs). Since AUs can be used to describe any facial expression at a fine-grained level, AU detection systems can support the analysis of a broader range of facial expressions, beyond
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1 Basic emotions identified by Paul Ekman and colleagues [44] are fear, anger, sadness, disgust, happiness, contempt and surprise.
the prototypical facial expressions associated with basic emotions (cf. [22]). Consequently, AU detection systems can be used in a variety of application domains, for example, human-robot interaction, market research and healthcare, where different context-dependent ‘messages’ are conveyed through diverse, subtle and spontaneous facial expressions. The use of automatically learned or empirically determined rules for inferring these messages (see [133, 172, 202]) could improve the interpretability of the system’s decisions.

This work focuses on the automatic estimation of intensities of AUs (sign judgment), and its application to the detection of experimentally induced acute pain in laboratory settings and experimentally induced distractions in a simulated driving setting (message judgment). For automatic AU intensity estimation, computer vision researchers have used data-driven machine learning approaches (e.g. [82, 87, 161]) as well as deformable face model-based approaches (e.g. [37, 38]). While deformable face models are interpretable, data-driven models are capable of covering large variance in input data. Therefore, a combination of these two types of methods could take the field of automatic mental state analysis towards strong and ultra-strong models–as envisioned by Michie [129]–that have good predictive performance and are, at the same time, comprehensible to humans.

In this thesis, a novel combination of data-driven machine learning and deformable face model-based approaches is developed to estimate AU intensities. A Gaussian state estimation based framework\(^2\) integrates (i) an AU-based deformable face model, (ii) a viscoelastic facial muscle motion model, (iii) several data-driven AU classification models based on appearance information, and (iv) a data-driven facial landmark detection model that provides shape information. Due to the use of both facial shape and appearance information, the proposed method is a hybrid approach for AU intensity estimation. Several enhancements to this framework are designed and explored for improving the quality of estimates and for enhancing the robustness in real-world applications. These enhancements take person-specific, facial muscle-specific, and deformable face model-specific properties into consideration, and handle cases of missing or anomalous information. The estimated AU intensities are then used to detect pain on the basis of AU-based rules, and to analyse facial expressions under different types of distractions during simulated driving.

In addition to the above, this dissertation also examines several challenges that need to be addressed in order to build practically useful automatic mental state analysis systems. As mentioned earlier, mental states also cause changes in the physiology of a person. Multimodal systems for automatic mental state analysis that combine evidence

\(^2\) An earlier version of this framework, developed during my master’s thesis [69], integrates the deformable, AU-based face model, a constant velocity motion model, and facial landmarks detected by a deformable face model fitting algorithm.
from facial and physiological signals could be helpful in improving predictive performance, as shown in [196]. However, the quality and characteristics of the data used for developing such systems play a crucial role in determining whether these systems generalise well to new subjects, when applied in the real world. In addition, a thorough investigation and modelling of interpersonal differences in the facial and physiological expression of mental states is necessary. Furthermore, in order to ensure ethical and responsible use of automatic mental state analysis systems, it is crucial that humans can comprehend the underlying Artificial Intelligence (AI) models. Some initial work was done within the scope of this doctoral research in order to deal with these challenges. This includes the gathering of requirements for reference datasets for mental state analysis, the modelling or inspection of interpersonal differences in responses to painful or arousing stimuli, and the generation of different explanations for automatic detections of pain.

1.1 Scope of Thesis

This doctoral thesis is restricted to the following scope:

- There are 44 AUs defined in FACS [46] and each has a numerical code. In consultation with psychologists at the Swiss Center for Affective Sciences, 22 of these AUs were selected for this work. The selection was based on three criteria3, guided by evidence from literature (see [27, 127, 163]): (i) AUs that have been frequently reported in the literature as being important for expressing emotions; (ii) AUs that have been predicted to be related to appraisal inferences4; (iii) AUs that actors could display in the laboratory. The AU intensity estimation system developed in this thesis estimates the intensities of these 22 AUs. However, this system can be extended easily to include additional AUs or additional sources of information without changing the existing parameter configuration.

- Only visual information in the form of time-sequences of 2D facial colour/greyscale images is considered in this work. Extensions to other forms of visual input (e.g. depth, thermal, infrared) as well as integration of auditory or physiological signals (e.g. facial electromyogram) could be considered in future work.

- This work is mainly concerned with nearly-frontal head poses involving minimal out-of-plane head rotations. Some robustness
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3 Credits to Dr. Marcello Mortillaro, Swiss Center for Affective Sciences, University of Geneva, for clarifying these three AU selection criteria and for sharing the references.

4 Appraisal inference refers to the process by which an observer detects an expressor’s emotional appraisals (evaluations) of a stimulus on the basis of the expressed facial actions [163].
study of head movements and facial occlusions is built-in in the proposed AU intensity estimation method and its anomaly detection feature. However, a systematic evaluation of its performance under non-frontal head poses and facial occlusions is out of scope of this work.

- To illustrate the applicability of the estimated AU intensities for inferring mental states, two use cases were selected: (i) experimental acute pain; and (ii) driver distraction during simulated driving sessions.

- Practical applicability was a key motivator for the project, which this work was part of. Therefore, several design decisions pertaining to the system were taken with the objective of enabling robustness in practical and uncontrolled settings, and for practical convenience.

1.2 Research Questions

This thesis primarily deals with the estimation of intensities of 22 AUs from 2D facial colour/greyscale image sequences. Following this, automatic mental state (pain, distraction) analysis based on AU intensities is explored. The main research questions investigated in this doctoral thesis are as follows:

1. How can data-driven machine learning approaches be combined with deformable face model-based approaches for AU intensity estimation inside a Gaussian state estimation framework? Would such a combined approach improve predictive performance?

2. How can the viscoelastic facial muscle motion be modelled as a first-order Markov process for integration within a Gaussian state estimation framework that estimates AU intensities? How can this model be adapted to the properties of the particular facial muscle or group of facial muscles that produces a specific AU?

3. How do the differences in the physical expressiveness of AUs influence the quality of AU intensity estimation? How can negative effects be mitigated?

4. How can the estimated AU intensities be ensured to be in conformance with FACS as well as with the design of the deformable face model?

5. How can the geometric/semantic similarities and dissimilarities between AUs inform the design of the components of the Gaussian state estimation framework?
6. How does the proposed method for AU intensity estimation fare qualitatively and quantitatively against a state-of-the-art method on AU recognition and AU intensity estimation tasks?

7. How can the proposed AU intensity estimation method be made robust against anomalous detections made by the data-driven face and facial landmark detection models?

8. Which approaches have been explored so far by computer vision researchers for automatic detection of pain from facial expressions?

9. How can pain be defined in the form of simple mathematical expressions involving AU intensities? How can these mathematical expressions or rules be used to create verbal explanations for pain detections in terms of AUs?

10. Can facial activity, described in terms of AUs, provide clues about different types of distraction while driving in simulation settings?

11. Which technical and annotation requirements should be fulfilled by a reference dataset for mental state analysis in order to enable the creation of generalisable, reliable and comparable models?

12. How can interpersonal differences in the expression of mental states be considered during the development of automatic mental state detection systems?

1.3 Scientific Contributions

The investigation of the above-mentioned research questions led to scientific contributions that can be grouped into three areas: (i) automatic facial action estimation, (ii) automatic mental state analysis, and (iii) addressing open challenges in automatic mental state analysis. The scientific contributions are listed in the following subsections.

1.3.1 Automatic Facial Action Estimation

In this doctoral work, a Gaussian state estimation based approach is developed as the basic framework for estimating AU intensities. This framework models the dynamics of facial muscle motion and fuses shape and appearance information about AUs. Several enhancements are proposed to the basic framework to enhance robustness and to handle the properties of AUs. The main scientific contributions that are related to the basic framework and its enhancements are listed below:

- In Preprint C.2.1, I categorised the automatic AU intensity estimation methods into data-driven machine learning methods and deformable face model-based methods.
• In Publication B.2.1, I proposed a novel and practical method to integrate categorical probability outputs from a data-driven classifier within a continuous, Gaussian state estimator. I applied the proposed method to fuse facial shape and appearance information for AU intensity estimation. The integration of categorical probability outputs from AU classifiers that were trained on facial appearance features improved the AU recognition performance of a Gaussian state estimator that previously used only shape information in the form of facial landmark positions.

• To model the dynamics of facial muscle movements, I applied a set of driven mass-spring-damper models. Each AU was modelled using a separate driven mass-spring-damper model. These were used as process models in the Gaussian state estimator, in order to model how AU intensities change over time. The values of the model parameters and the integration of the models in the Gaussian state estimator are elaborated in Patent D.1.1.

• In order to adapt each AU-specific driven mass-spring-damper model to the viscoelastic properties of the corresponding facial muscle or muscle group, I proposed a method that is based on the facial muscle fibre composition. According to this method, the facial muscles (a.k.a. mimic muscles) containing more Type I fibres [50, 64] are modelled using stiffer and more strongly damped springs. The proposed method and qualitative results are presented in Section 3.3.4.

• In order to prevent the state estimator from using subtle AUs such as AU06-CheekRaiser to correct errors in predicted facial landmark positions, I proposed the use of a fully dependent facial landmark noise configuration, in addition to the independent landmark noise configuration. Under the fully dependent noise configuration, the noise in each landmark is assumed to be dependent on the noise in every other landmark. Consequently, the proposed AU intensity estimation framework uses two state estimators, one with the full landmark noise configuration, and the other with the independent landmark noise configuration. The decision about which state estimator is to be used for which AUs, was made on the basis of empirical analysis.

• In Publication B.2.2, I extended the state constraints on AU intensities to the driven mass-spring-damper process models. In order to ensure that the AU intensities belonged to the valid range of values, additional constraints were applied on the driving forces acting on the mass-spring-damper systems. The effect of the constraints was validated through a histogram analysis of the estimated AU intensities. A reinterpretation and visualisation of the operation of the state constraints was also done.
To quantify the similarities in the facial shape deformations caused by different AUs, I computed the cosine of the angle between each pair of mean-normalised AU-based facial shape deformation vectors. I proposed to use these cosines as correlation coefficients for modelling the correlations between noise in AU intensities. These correlation coefficients were used to determine the AU noise covariances in the noise covariance matrices associated with the initial state, the process model and the AU constraint model. This is described in detail in Patent D.1.1. Based on empirical evaluation results, the use of correlation coefficients has been selectively turned off for specific AUs.

In order to deal with anomalies in detected facial landmark positions, I proposed a solution involving three steps. In the first step, I applied the anomaly detection method based on normalised innovation squared [136], in order to identify anomalous facial landmark detections. The threshold needed to flag a set of detected facial landmark positions as an anomaly, was determined empirically. In the second step, the AU intensity estimates were prevented from being updated, in the event of anomalous facial landmark detections. Finally, if the number of consecutive anomalous detections crossed a pre-defined upper limit, state estimation was suspended and the state estimator was later reset, when the suspension exceeded a pre-defined duration of time and facial landmark detections were available. Anomaly handling is presented in detail in Section 3.3.3. To handle missing facial landmark detections, a strategy similar to the last two steps of anomaly handling was devised. This is also mentioned in Section 3.3.3.

I compared the performance of the proposed AU intensity estimation system with a state of the art system from Dapogny et al. [30]. The AU recognition performance as well as the AU intensity estimation performance were compared using different performance metrics. Qualitative analysis of the outputs from the two systems was also performed. For the evaluation, the Actor Study Database [168], the UNBC-McMaster Shoulder Pain Expression Archive Database [121], and a proprietary market-research database [70] were used. The results, along with a discussion of the pros and cons of the two systems, are presented in detail in Preprint C.2.1. Benchmark results were computed on the Actor Study Database [168] using the system developed by Dapogny et al. [30], and are included in Publication B.2.3.
In this doctoral work, the AU intensities estimated by the proposed Gaussian state estimation based approach are used to detect pain and analyse driver distraction. The main scientific contributions that are related to these mental state analyses are listed below:

- In Publication B.1.1, I surveyed the state of the art in automatic pain detection from facial expressions. The papers published during the period 2006–2018 were reviewed. I categorised the pain detection approaches into one-step and two-step approaches, depending on whether or not an intermediate step of AU detection was involved. I also categorised the extracted features, learning tasks and machine learning methods. Deficits in the state of the art were identified and future research directions were proposed. A very short summary of the state of the art is presented in Publication B.1.2, where I categorised the methods into single-level and two-level methods, and additionally, grouped them on the basis of learning goals.

- I defined and evaluated several rules for automatic pain detection using AU intensities (two-step approach). The pain detection rules are defined on the basis of psychological evidence from studies conducted by Kunz and Lautenbacher [97], as well as Prkachin and Solomon [146]. While the work of Prkachin and Solomon [146] has inspired a few two-step approaches [125, 202], the pain clusters identified by Kunz and Lautenbacher [97] have not yet been applied for automatic AU-based pain detection. The proposed pain detection rules and their evaluation are described in Preprint C.2.1.

- I performed a preliminary analysis of the facial activity under the influence of different sources of distraction during simulated driving sessions. Facial activity was determined using the AU intensities (and their time-derivatives) estimated by the proposed Gaussian state estimation based approach. Between different distraction conditions, differences in the facial activity were found. The details are presented in Section 2.2.1. Based on these insights, I conceptualised and supervised a research study to create machine learning models to predict driver distraction based on AU intensities. This study also explored the combination of facial and physiological signals for driver distraction detection. The results of this study are presented in Preprint C.1.1 (Update 02.08.2020: This is now published in IEEE Access. See [56]).
1.3.3 *Addressing Open Challenges in Automatic Mental State Analysis*

Three key challenges in the field of automatic mental state analysis include: (i) a lack of reference datasets for benchmarking algorithms, (ii) interpersonal differences in responses to stimuli, and (iii) a lack of interpretable models for automatic mental state detection. As part of this doctoral work, some basic steps towards addressing these challenges were explored, mainly in the form of research performed by master-level students, (co-)supervised by me. As a result, (i) a set of requirements for building a multimodal reference dataset for detecting human stress was developed, (ii) interpersonal differences in pupillary responses to an arousal stimulus were examined, and (iii) a qualitative comparison of different explainable AI methods was performed, to interpret and explain deep Convolutional Neural Network (CNN) models for distinguishing pain from happiness and disgust. The main scientific contributions made by me in these research tasks are listed below:

- I conceptualised several requirements to be fulfilled by reference datasets, in order to promote the building of sensor-independent and generalisable models for automatic mental state analysis. More specifically speaking, I conceptualised the requirements related to documenting sensor calibration and sensor noise characteristics, gathering annotation data using different methods, and including ‘signature’ modalities for mental states (for example, heart activity and electrodermal activity for stress). In Publication B.3.1, these requirements are formulated for reference datasets for human stress detection. These requirements can be generalised to multimodal reference datasets for any mental state, as described in Section 4.1.

- In Publication B.3.2, I conceptualised and supervised a personality-based analysis of pupillary responses to an arousal stimulus, in order to examine interpersonal differences.

- Using the AU-based rules, I created verbal explanations for pain detection in terms of AU activations as well as in terms of discretised AU intensities. The terminology defined in FACS [46] for discrete AU intensities was adopted for use in the explanations. The generation of these explanations is illustrated in Preprint C.2.1. In order to facilitate a future comparison of AU-based explanations with image-based explanations, I conceptualised and co-supervised a research work that applied different explainable AI methods to generate explanations for predictions made by deep CNN models for automatic pain detection. The results are published in Publication B.3.3.
1.4 Structure of Thesis

The rest of the thesis is organised as follows: Chapters 2 to 4 provide a synopsis of the research and development performed as part of this doctoral work. Section 2.1 summarises the state of the art in automatic pain detection from facial expressions, and then presents the proposed two-step approach for automatically detecting pain. Section 2.2 describes the preliminary analysis of facial activity during different types of distractions while driving. Chapter 3 summarises the state of the art in automatic analysis of facial actions, and describes in detail, the AU intensity estimation method developed in this doctoral work. The basic framework is explained in Section 3.2 and the enhancements are explained in Section 3.3. A brief summary of the quantitative and qualitative evaluations of the proposed AU intensity estimation method is also included in Chapter 3. Chapter 4 summarises the research contributions towards addressing three challenges in the field of automatic mental state analysis that pertain to multimodal reference datasets, interpersonal differences and interpretability of machine learning models. Chapter 5 concludes this thesis, providing an outlook for future research. Appendix A presents some additional results of the evaluation and analysis performed in this work. In Appendix B, all the publications that resulted from this doctoral work are attached, and in Appendix C, all the preprints or planned submissions are attached. In Appendix D.1, the patent that contains contributions from this doctoral work is attached. A list of the scientific and written contents contributed by me is provided in the Appendix, along with each attached publication, preprint, or patent.
2.1 AUTOMATIC PAIN DETECTION

Pain is defined as “an unpleasant sensory and emotional experience associated with actual or potential tissue damage, or described in terms of such damage” [128, p. 209]. Pain is assessed by clinical staff by observing behavioural cues such as facial expressions, vocalisations and body movements (cf. pain scales such as Behavioral Pain Scale (BPS) [33], Pain Assessment in Advanced Dementia (PAINAD) [192], Neonatal Infant Pain Scale (NIPS) [102]). Among these cues, facial expressions have been found to be a valid indicator [99, 171]. In this section, the work on automatic pain detection from facial expressions is described.

2.1.1 Summary of State of the Art

Over the last decade, researchers have applied automatic facial expression analysis methods to automatically detect pain. In the process, several datasets consisting of facial expressions of pain have been created. A survey of these automatic pain detection methods and the pain datasets is provided in Hassan et al. [68] (Publication B.1.1). The key findings are summarised in this section.

Automatic pain detection from facial expressions has followed two types of approaches, namely one-step and two-step. The difference between the two types of approaches lies in whether or not an intermediate AU-based representation of facial expressions is learned before learning the pain-related targets. While one-step approaches involve only pain-related learning tasks, two-step approaches involve learning of AU-related targets followed by learning of pain-related targets. So far, one-step approaches predominate the field of automatic pain detection, and the binary classification task of detecting the presence or absence of pain has received the most attention. Besides pain versus no pain (e.g. [5, 12, 92]), other classification tasks such as distinguishing pain from other emotions or states (e.g. [13, 62, 135]), distinguishing facial expressions of genuine pain from those of faked pain (e.g. [10, 110, 111]), and detecting different discrete levels of pain intensity (e.g. [55, 77, 197, 202]) have been investigated. The regression task of estimating continuous-valued pain intensity has also been investigated in the published literature (e.g. [40, 87, 152]). Automatic pain detection methods almost always employed supervised learning strategy that re-

---

1 The term ‘detection’ is used here to refer to both classification and regression tasks.
quires ground truth annotations for every learning instance. The pain
datasets provided ground truth about pain at frame-level, segment-
level, or sequence-level (see Publication B.1.1 for details). Frame-level
annotations included labels of pain or distress states, a set of AUs and
their intensities, or discrete pain intensity levels computed from AU
intensities using the Prkachin-Solomon Pain Intensity (PSPI) scale [146].
Sequence-level annotations were mostly pain scores collected from self
or observer reports. Segment-level annotations consisted of AUs and
their intensities as well as self-reports. The intensity level of pain stim-
ulus applied in experimental settings, or the type of stimulus (genuine
pain, posed pain, different induced emotions) was also sometimes
provided as segment-level or sequence-level annotation. The most
widely used pain dataset is the publicly available UNBC-McMaster
Shoulder Pain Expression Archive Database [121].

Among supervised machine learning methods, Support Vector Ma-
chines (SVMs) were used most widely for pain-related classification
tasks. Random forests, neural networks and variants of AdaBoost have
been used for pain-related supervised classification and regression
tasks. More recently, deep learning methods such as CNNs and Long
Short-Term Memory (LSTM) recurrent neural networks have been used
for supervised pain intensity estimation (see Publication B.1.1 for de-
tails). Weakly supervised and unsupervised methods were used very
rarely. Semi-supervised methods were not explored. Pain detection
tasks were performed at frame-level (e.g. [5, 12, 152]) or sequence-level
(e.g. [10, 114, 173, 197]). Occasionally, frame-level predictions were
aggregated to obtain sequence-level predictions (e.g. [5, 125]).

To train pain detection models, features were first extracted from the
visual input (single image or a sequence of images). The extracted fea-
tures can be categorised into spatial or spatiotemporal features, depend-
ing on whether temporal information was included in the features, in
addition to spatial information. Spatial features are extracted from sin-
gle images and include geometric or textural features that describe the
facial shape or appearance, respectively. Spatiotemporal features refer
to geometric or textural features extracted from a sequence of images.
These features were used either alone or in different combinations to
develop automatic pain detection approaches. For example, [87] used
a combination of spatial geometric and textural features; [197] used a
combination of spatiotemporal geometric and textural features; [40]
used a combination of spatial and spatiotemporal features.

Facial landmark positions, or distances and angles between facial
landmarks are examples of spatial geometric features. Statistical fea-
tures extracted from a series of these geometric features constitute
spatiotemporal geometric features. Gabor filter coefficients [32, 48,
52], Local Binary Patterns (LBP) [137, 138] and Histogram of Ori-
ented Gradients (HOG) [29] are often used to describe facial texture.
Spatiotemporal variants of LBP and HOG extract features from Three
Orthogonal Planes (TOP) defined by the time and 2D pixel axes. These dynamic features are therefore known as LBP-TOP [203] and HOG-TOP [19], respectively. Hankel matrix representation of time series of spatial textural features (cf. [115, 145]) is another example for spatiotemporal textural features. Deep learning methods automatically extract spatial or spatiotemporal textural features from the visual input. In one-step approaches, these features were used for pain detection, whereas in two-step approaches, these were used for AU detection. For pain detection, the two-step approaches used the AU detection outputs directly as features (e.g. [119]) or extracted temporal features from a time-series of AU detection outputs (e.g. [10]).

It was noted that the approaches for automatic pain detection were predominantly based on data-driven machine learning methods. Models based on expert and interdisciplinary knowledge about pain and facial expressions were limited to the use of the PSPI scale for pain intensity estimation based on AU intensities, in two-step approaches (e.g. [202]). Data-driven machine learning approaches are capable of covering large variance in input training data, without the need for modelling each variance by hand. However, computational models designed by experts would not only allow to incorporate interdisciplinary knowledge about facial muscle properties and dynamics, possible facial shape deformations, and the facial expressions of pain, but also facilitate human comprehension of their predictions. A combination of such model-based and data-driven machine learning based approaches is developed in this doctoral work, in order to bring together the strengths of both types of approaches. The next subsection provides an overview of these models and components that are brought together in a two-step approach for pain detection.

### 2.1.2 A Two-Step Approach

Kunz et al. [100] provides a roadmap for developing solutions for automatic pain detection from facial expressions through joint interdisciplinary research. In addition, the outline of a two-step approach for automatically detecting pain is presented in Fig. 1 in [100]. A more detailed view of this approach is given in Figure 2.1, showing the combination of model-based constructs and data-driven machine learning methods. The components of the proposed approach are described below:

- **Shape model:** In this work, the facial shape is described by a vector of 68 facial landmark positions. A 3D, linear, parameterised, deformable model constitutes the facial shape model.\(^2\)

\(^2\) This facial shape model was also used in the master’s thesis [69] that preceded this doctoral work.
Figure 2.1: A two-step approach for automatic pain detection: The approach combines data-driven machine learning approaches with different mathematical models representing interdisciplinary knowledge. The components marked in grey were not developed as part of this doctoral work.

representing the shape of a mean, neutral face and 83 additional vectors representing various deformations that can be caused to the neutral facial shape. Twenty-two of these deformation vectors represent transient shape deformations caused by 22 different AU, and the remaining 61 deformation vectors represent the relatively permanent person-dependent facial shape variations. Table 2.1 provides the list of 22 AUs used in this face model. The AU deformation vectors represent the direction and magnitude of maximum anatomically possible facial shape changes that can be caused by the AUs. These deformation vectors are derived from the high-poly 3D mesh models of AU expressions designed by psychologists [96, 153]. The Shape Unit (SU) deformation vectors represent person-dependent facial shape variations, and were derived statistically from the facial morphs in the software Face-Gen Modeller [75]. Equation 2.1 represents the 3D deformable facial shape model. In this equation, \( m \) represents the mean, neutral shape as a column vector; \( A \) represents the matrix of the 22 AU deformation vectors and \( x_a \) represents the column vector of 22 AU parameters, equivalent to AU intensities; \( S \) represents the matrix of 61 SU deformation vectors and \( x_s \) represents the column vector of the SU parameters. The elements of each deformation vector in \( S \) and \( A \) are distances in meters, and the AU and SU parameters in \( x_a \) and \( x_s \) are unitless intensities/weights. Rotation, translation and scaling can be applied to the model...
in Equation 2.1 in order to account for global head motion or pose changes, as shown in Equation 2.2. The rotation, translation and scaling parameters $\Theta$, $t$ and $p$ constitute the rigid parameters, and the AU and SU parameters in $x_a$ and $x_s$ constitute the non-rigid parameters of the facial shape model. By applying the camera model to Equation 2.2, the 3D facial shape model can be perspective-projected onto 2D image space. Figure 2.2 provides an illustration of the perspective-projected deformable facial shape model. In Patent D.1.1, Figure 3 shows the facial shapes resulting from the application of the AU deformation vectors to the mean, neutral face.\footnote{Both Figure 2.2 in this work and Figure 3 in Patent D.1.1 were created as part of the master’s thesis \cite{69} that preceded this doctoral work.}

$$\Omega = m + Ax_a + Sx_s$$ \hspace{1cm} (2.1)

$$\Omega' = p(R_\Theta \Omega) + t$$ \hspace{1cm} (2.2)

- **Appearance model**: AUs cause not only transient changes in the shape of facial features, but also transient changes in the appearance of the face. Changes in the form of transient wrinkles and folds on different regions on the face are characteristic of specific AUs. For example, AU04-BrowLowerer causes vertical folds in between the eyebrows, and AU06-Cheek Raiser creates wrinkles—commonly known as “crow’s feet”—at the outer corners of the eyes \cite{42,46}. Appearance of the face is affected by several factors, for example, age, skin texture, skin colour and illumination conditions. Therefore, a data-driven machine learning approach is necessary to cover these large variances and learn a robust model to discriminate between different AUs based on appearance or appearance changes. The outputs of the data-driven machine learning approach are then mapped to AU parameters by the appearance model. In this work, the identity function is used as the appearance model in order to map the output probabilities produced by data-driven AU classifiers onto AU parameters or AU intensities.

- **Dynamics model**: Facial expressions are caused by facial muscle movements. Different mechanical models can be used to model the dynamics of facial muscle motion. Very simple models like Gaussian random walk (see \cite{37,76}) or autoregressive models (see \cite{38}) have been used in the context of facial action intensity estimation. Complex models involving several interconnected springs (see \cite{180,193}) have been used to model facial deformations, especially in the fields of computer graphics and computer animation. Hill \cite{72} proposed a mathematical model for muscles, which consists of a spring connected in parallel with a viscous
Table 2.1: List of 22 AUs included in the deformable facial shape model used in this thesis. The numerical codes and names of these AUs as well as the facial muscles that generate these AUs—as defined in FACS [42, 46]—are listed here (see also [22]). Images showing the shape and appearance patterns associated with these AUs are available in [22].

<table>
<thead>
<tr>
<th>AU Code</th>
<th>AU Name</th>
<th>Facial Muscle(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>Inner Brow Raiser</td>
<td>Frontalis (pars medialis)</td>
</tr>
<tr>
<td>02</td>
<td>Outer Brow Raiser</td>
<td>Frontalis (pars lateralis)</td>
</tr>
<tr>
<td>04</td>
<td>Brow Lowerer</td>
<td>Depressor supercili, corrugator supercili</td>
</tr>
<tr>
<td>05</td>
<td>Upper Lid Raiser</td>
<td>Levator palpebrae superioris</td>
</tr>
<tr>
<td>06</td>
<td>Cheek Raiser</td>
<td>Orbicularis oculi (pars orbitalis)</td>
</tr>
<tr>
<td>07</td>
<td>Lid Tightener</td>
<td>Orbicularis oculi (pars palpebralis)</td>
</tr>
<tr>
<td>09</td>
<td>Nose Wrinkler</td>
<td>Levator labii superioris alaeque nasi</td>
</tr>
<tr>
<td>10</td>
<td>Upper Lip Raiser</td>
<td>Levator labii superioris</td>
</tr>
<tr>
<td>11</td>
<td>Nasolabial Deepener</td>
<td>Zygomaticus minor</td>
</tr>
<tr>
<td>12</td>
<td>Lip Corner Puller</td>
<td>Zygomaticus major</td>
</tr>
<tr>
<td>13</td>
<td>Sharp Lip Puller</td>
<td>Levator anguli oris (a.k.a. Caninus)</td>
</tr>
<tr>
<td>14</td>
<td>Dimpler</td>
<td>Buccinator</td>
</tr>
<tr>
<td>15</td>
<td>Lip Corner Depressor</td>
<td>Depressor anguli oris (a.k.a. Triangularis)</td>
</tr>
<tr>
<td>16</td>
<td>Lower Lip Depressor</td>
<td>Depressor labii inferioris</td>
</tr>
<tr>
<td>17</td>
<td>Chin Raiser</td>
<td>Mentalis</td>
</tr>
<tr>
<td>20</td>
<td>Lip Stretcher</td>
<td>Risorius with platysma</td>
</tr>
<tr>
<td>23</td>
<td>Lip Tightener</td>
<td>Orbicularis oris</td>
</tr>
<tr>
<td>24</td>
<td>Lip Pressor</td>
<td>Orbicularis oris</td>
</tr>
<tr>
<td>25</td>
<td>Lips Part</td>
<td>Depressor labii inferioris or relaxation of mentalis, or orbicularis oris</td>
</tr>
<tr>
<td>26</td>
<td>Jaw Drop</td>
<td>Masseter, relaxed temporalis and internal pterygoid</td>
</tr>
<tr>
<td>27</td>
<td>Mouth Stretch</td>
<td>Pterygoids, digastric</td>
</tr>
<tr>
<td>43</td>
<td>Eyes Closed</td>
<td>Relaxation of levator palpebrae superioris; orbicularis oculi (pars palpebralis)</td>
</tr>
</tbody>
</table>
Figure 2.2: 2D perspective projections of three components of the 3D deformable facial shape model and the combination of these components. As can be seen, a round, smiling face was created when the mean neutral face, AU12-LipCornerPuller, and the SU that produces a round face were combined. The AU12 deformation vector is derived from [96].
damper and in series with another spring (see also [169]). This model has been applied to study the force-length responses of gastrocnemius muscles in frogs [169]. In this doctoral work, a single mass-spring-damper system, consisting of a spring attached in parallel to a viscous damper, is used to model the viscoelastic properties of the facial muscle or muscles group associated with each AU. This model was chosen by keeping practical convenience in mind, to reduce the complexity of the developed system and the number of unknown parameters to be modelled. A similar model was used by Liu and Ebbini [113] to model the viscoelastic properties of stiff tissues. More details about the modelling of facial dynamics is provided in Section 3.2.1.

- **Constraints model:** As mentioned above, the shape model consists of 22 anatomically based AU deformation vectors. That is, each of these vectors define the anatomically possible maximum facial shape deformations that can be caused by the corresponding AU. Consequently, the AU parameters in the model have a valid range of [0, 1]. Negative values for AU parameters are not conformant with the definitions of AUs and their intensities in FACS [42, 46]. In this work, a linear model is applied to constrain the AU intensities to this range. More details are provided in Section 3.3.1.

- **Facial landmark detection or face alignment:** A data-driven machine learning approach is used to locate the 2D positions of 68 facial landmarks in an image. This process of determining the geometry/shape of the face and facial features in terms of positions of specific fiducial points/landmarks is referred to as face alignment [16, 63, 90]. The 2D facial landmark positions used in this work are detected using the face alignment method proposed by Kazemi and Sullivan [90]. The empirical modelling of uncertainties in these detected facial landmark positions is explained in Section 3.2.2.

- **Appearance-based AU classification:** Data-driven machine learning approaches are used to learn appearance patterns associated with different AUs. Textural features such as those specified in Section 2.1.1 can be used to describe facial appearance in an image or facial appearance changes in a sequence of images. Classifiers trained to identify the presence or absence of individual AUs, or regression models trained to estimate intensities of different AUs can be used. In this work, SVMs trained on LBP or HOG features extracted from each frame in an image sequence are used as appearance-based AU classifiers. The output from these classifiers are probabilities for the presence or absence of specific AUs or AU combinations. More information about
these classifiers and the modelling of the uncertainties in their predictions is provided in Section 3.2.3.

- **AU intensity estimation**: This is the first step in the two-step approach for automatic pain detection. A Gaussian state estimation framework integrates the above-mentioned mathematical models of facial shape, appearance, dynamics and constraints, with the outputs from the data-driven facial landmark detection and appearance-based AU classification methods, in order to produce continuous-valued estimates of AU intensities. The uncertainties associated with these components are modelled as Gaussian noise, and are integrated in the state estimation process. A detailed description of this AU intensity estimation framework is provided in Chapter 3.

- **Pain detection**: This is the second step in the two-step approach for automatic pain detection. It can either be based on simple models that are PSPI scale-like (e.g. [125, 202]), or use empirically determined thresholds (cf. [77]) or learned grammar rules (e.g. [164, 172]). More complex machine learning models based on SVMs or neural networks could be considered, along with appropriate methods for enhancing the interpretability and explainability of models. In this doctoral work, a set of PSPI scale-like rules is used for pain detection. These rules are described and evaluated in the to-be-submitted Preprint C.2.1, which also illustrates the verbal explanations generated for pain detected using these rules.

Among the components described above, facial shape model, facial landmark detection, and appearance-based AU classification were not developed by me. Only the final models and the outputs from these components were applied in this doctoral work.

### 2.2 Automatic Distraction Detection

Distraction is defined in the Cambridge Dictionary as “something that prevents someone from giving their attention to something else” [36]. Distractions during driving increase safety risks [140]. Regan et al. [148] used the term “Driver Diverted Attention” to refer to distraction, and defined it as “diversion of attention away from activities critical for safe driving toward a competing activity, which may result in insufficient or no attention to activities critical for safe driving” [148, p. 1776]. The causes of distraction may or may not be related to driving tasks. Olson et al. [140] quantified the safety risks contributed by different sources of distraction. Mobile phone usage, reading, writing, and checking route maps were noted as activities that increase safety risks. Automation levels 2 and 3 defined in SAE International’s standard J3016 [156] require human attention and readiness to take
over control in difficult situations or when the vehicle requests. As the level of automation increases, the probability of distraction due to engagement in non-driving tasks increases. Therefore, driver distraction monitoring is necessary even in vehicles with partial automation. In this section, the use of facial expression analysis for driver distraction detection is discussed.

2.2.1 Driver Distraction and Facial Activity

Driver distraction is typically detected on the basis of head and eye behaviours, or using physiological signals [88]. Eye gaze patterns (cf. [65, 105]), eye blink frequency (cf. [104]), head movements (cf. [130]), and skin temperature at nose tip (cf. [78]) and around the eyes (cf. [200]) have been reported to reveal information about cognitive distraction of the driver. Apart from eye and head movements, facial expressions have been generally used less in driver distraction detection. However, facial expressions might have the potential to reveal cues about driver distraction, especially when the distraction is caused by emotional stressors.

In order to study the potential of facial expressions in detecting different types of distractions during driving, an initial, coarse analysis was performed on the facial videos provided in the dataset from Taamneh et al. [177]. This dataset contains data recorded from 68 human subjects while they were driving on predefined routes in a driving simulator under different conditions. Cognitive, emotional and sensorimotor stressors were used to induce distraction during driving. In addition, a case of unexpected system failure leading to loss of vehicle control was also introduced. Practice, normal and relaxed drives, as well as a baseline where the subjects did not drive are also included in the dataset. Facial videos, various physiological signals, and drive parameters were recorded using multiple wearable and contactless sensors. The facial videos were analysed using the AU intensity estimation approach introduced in Section 2.1.2 and elaborated in Chapter 3. This produced a multivariate time series consisting of intensities of 22 AUs for each facial video. Time-derivatives of these AU intensities were then computed, resulting in a time series of AU velocities for each facial video. The AU intensities and AU velocities were then averaged for each facial video, and grouped based on the driving condition. The AU intensity and AU velocity pairs were used to represent facial activity. A 2D histogram of these pairs was plotted for each driving condition, in order to visually examine the distribution of facial activity. Figure 2.3 shows the 2D histograms for two conditions, namely, driving under a cognitive stressor and driving under an emotional stressor. The plots show differences in the distribution of AU intensities and AU velocities under the two conditions. Facial activity during the other six driving conditions is presented in Appendix A.1.
On the whole, the average facial activity is not very high during the different driving sessions. However, facial videos recorded during drives with emotional stressors showed more spread in AU intensities and AU velocities than the facial videos recorded during drives with cognitive stressors (see Figure 2.3). This hints at more facial activity during distraction caused by emotional stressors. This preliminary analysis shows that an AU-based two-step approach could have the potential for detecting driver distraction under different conditions.

These initial observations are based on the average facial activity over all 22 AUs and over all frames in a sequence. A closer look at the level of individual AUs is necessary, in order to gain more insights into the facial activity that might accompany different types of stressors. For example, startle and fear expressions might occur in the case of unexpected system failure, yawns might occur during a relaxed drive, and lip movements caused by speech might accompany cognitive and emotional stress. A research study was conceptualised to explore various data-driven classical machine learning methods as well as different deep neural network architectures to detect driver distraction. This study is described in detail in Preprint C.1.1 (Update 02.08.2020: This is now published in IEEE Access. See [56]). It was found that the intensities of AU25-LipsPart produced the most informative feature for recognising cognitive distraction. In addition, it was observed that AU intensities estimated by the proposed state estimation framework performed well in recognising distracted driving sessions (F1-scores above 90%). Combinations of facial and physiological signals were also explored in this study.

2.3 CHAPTER SUMMARY

This chapter summarised the state of the art in automatic pain detection from facial expressions, and presented an overview of the two-step approach for AU-based pain detection that was developed in this doctoral work. This two-step approach first estimates AU intensities by fusing facial shape and appearance information within a Gaussian state estimation framework. Afterwards, it feeds these AU intensities into pre-defined rules, in order to produce pain intensity estimates. This chapter also presented the analysis of facial activity during different types of distractions induced during simulated driving. The facial activity, described on the basis of AU intensities from the Gaussian state estimation framework, was found to differ between different types of distractions. The next chapter will elaborate the proposed Gaussian AU intensity estimation framework and its features.

---

4 The machine learning models were designed, trained and validated by Martin Gjoreski, as part of a research collaboration between Fraunhofer IIS, Germany, and Jožef Stefan Institute, Slovenia.
Figure 2.3: 2D histograms showing the distribution of sequence-level facial activity during drives under emotional and cognitive stressors, computed on the dataset from Taamneh et al. [177]. Facial activity is represented by pairs of AU intensities (horizontal axis) and AU velocities (vertical axis). AU intensities are unitless and AU velocities have the unit seconds$^{-1}$. 

(a) Facial activity under an emotional stressor

(b) Facial activity under a cognitive stressor
AUTOMATIC FACIAL ACTION ESTIMATION

FACS identifies and codes 44 AUs, which are the basic facial muscle movements that can be visually distinguished by an observer [46]. Automatic detection of AUs from facial images and videos is the first step of two-step approaches for automatic mental state analysis. Apart from this, automatic AU detection is also useful as a stand-alone tool for faster annotation of facial expressions, in order to support behavioural and psychological research. Research on automatic facial action (AU) analysis has generally focused on the multi-class, multi-label classification problem of recognising AUs in the visual input, or on the task of estimating the intensities of those AUs [124]. Apart from these, the task of identifying the temporal phases, i.e. neutral, onset, apex and offset phases of the portrayed AUs, has also been examined in the published literature (e.g. [183]). In this doctoral work, the focus is on the regression task of estimating intensities of 22 AUs. In this chapter, the proposed AU intensity estimation framework, its components and features, and performance evaluation are described.

3.1 SUMMARY OF STATE OF THE ART

Research on automatic facial expression analysis gained momentum following the success of the real-time object detection algorithm proposed by Viola and Jones [189] in 2001, which enabled fast and robust face detection in images. Initial research on automatic facial action analysis focused predominantly on designing geometric and textural features that would better describe facial expression patterns, and consequently improve performance [124]. Machine learning models were trained with one or more of these features. More recently, CNNs replaced hand-crafted features with self-learned features (e.g. [58]). In all of these approaches, the main focus was the improvement of predictive performance, often measured in terms of accuracy for classification tasks and in terms of error and correlation metrics for regression tasks. These approaches are referred to here as data-driven machine learning approaches [70].

Data-driven machine learning approaches have used hand-crafted textural features such as Gabor filter coefficients (e.g. [108]), LBP (e.g. [18]), Local Phase Quantization (LPQ) [139] (e.g. [83]) and HOG (e.g. [20]). Combinations of textural features such as Local Gabor Binary Patterns (LGBP) [195] have also been examined for automatic facial action analysis (see [167]). Some works used spatiotemporal textural features such as LBP-TOP (e.g. [84]), LPQ-TOP [84] and LGBP-TOP.
Among machine learning methods, SVMs have been used widely for automatic facial action analysis [124]. In addition, boosting algorithms and artificial neural networks have also been used [124]. For continuous-valued AU intensity estimation, Support Vector Regression (SVR) (see [82, 161]) and Relevance Vector Regression (RVR) (see [87]) have been used [124]. Tong et al. [181] and Li et al. [103] used AU annotations to learn the structure and parameters of a Dynamic Bayesian Network (DBN) to represent the semantic and temporal relationships between AUs. Self-learned spatial features using CNN (see [58]) as well as self-learned spatiotemporal features using a combination of CNN and LSTM recurrent neural networks (see [80]) have been used for the task of recognising AUs.

In parallel, another line of research explored the use of statistically or empirically determined parameterised and deformable models of facial shape and appearance for facial action analysis (e.g. [37, 38]). These are referred to here as deformable face model-based approaches. Different model-fitting methods to optimise the fitting of 3D shape and appearance models to 2D images of objects (e.g. faces) have been developed. These include Active Shape Model (ASM) [24], Active Appearance Model (AAM) [23, 26], Constrained Local Models (CLM) [28], and several variants of CLM, such as the regularised landmark mean-shift method [158] and the discriminative response map fitting method [6]. Such model-fitting methods have been developed with the objective of minimising the face alignment or face reconstruction errors, and are static methods that do not model the dynamic properties of rigid or non-rigid facial motion. Therefore, such model-fitting methods have been combined with state estimation methods such as Kalman filter and particle filter, which allow the modelling of the dynamics of model parameters separately (see [37, 38, 144]).

The statistically learned facial shape models, like the 79-point PDM of face used in [144], contain orthogonal vectors representing the most common non-rigid shape deformations of the face. These vectors need not necessarily provide direct semantic information about shape deformations caused by individual facial actions or AUs. Therefore, models such as CANDIDE-3\(^1\) [2], which contain semantic deformation vectors representing AUs, were used for facial action analysis (see [37, 38, 76]). As already mentioned, the algorithms for model-fitting aimed to minimise fitting and reconstruction errors, and cannot–without additional modifications in some cases–deal with domain-specific semantic relationships or constraints between model parameters. For example, FACS does not allow negative intensity codes for AUs. The lowering of eyebrows can therefore not be coded as the raising of eyebrows in the opposite direction. It would be difficult to model such constraints on selected model parameters using the existing model-fitting algorithms. Therefore, these model-fitting methods were more often used for pre-

\(^1\) CANDIDE model is available for download at [3].
processing facial images in data-driven machine learning approaches, rather than as standalone solutions for automatic AU detection. For example, Chew et al. [20] used CLM as well as AAM for face alignment and tracking. Subsequently, they used the results of these model-fitting methods to define pixel-level appearance features for AU detection. Prabhu et al. [144] used the face model fitting results of ASM as noisy observations in their Kalman filter based facial landmark tracking approach. With respect to facial action analysis, the results from deformable face model-based approaches have been limited to either qualitative results or to a very limited number of AUs. Furthermore, very simple dynamic models such as autoregressive model (see [38]) or Gaussian random walk (see [37, 76]) have been used for modelling AU dynamics. None of these existing approaches have explored the use of viscoelastic models for modelling facial muscle dynamics. In addition, it was noted that those methods that attempted to estimate AU parameters (e.g. [38, 76]), did not enforce any range constraints on these parameters to resolve semantic ambiguities and to ensure FACS conformance. This makes the AU intensity estimates produced by these approaches difficult to compare or interpret consistently across different sequences.

Data-driven machine learning methods have the advantage that they can learn general models covering large variance in the training data, resulting in very good predictive performance. In contrast, the performance of deformable face model-based approaches could be limited by the accuracy and correctness of the models and the assumptions involved. However, the strength of deformable face model-based approaches lie in the interpretability of the models and its parameters, and the possibility to integrate interdisciplinary and human expert knowledge. Combining the two approaches could help in moving towards strong or ultra-strong AI systems [129] for facial action and mental state analysis that have good predictive performance and facilitate comprehensibility of decisions.

In this doctoral work, a Gaussian state estimation based method for estimating continuous-valued AU intensities is developed. This method combines an AU-based, deformable facial shape model, a viscoelastic model of facial muscle motion, and data-driven machine learning models for facial landmark detection and AU classification. Some researchers have already integrated probability outputs from data-driven machine learning methods in discrete state estimation frameworks. For example, Krüger et al. [95] combined SVM outputs within a Hidden Markov Model (HMM) for speech recognition; Valstar and Pantic [184] combined SVM and Hidden Markov Model (HMM) for recognising the temporal phases of AUs; Tong et al. [181] integrated outputs from a set of AdaBoost classifiers as noisy measurements (or, observations) within a DBN for recognising the presence of 14 AUs; Li et al. [103] integrated outputs from a set of SVMs as observations in a
DBN for estimating six discrete AU intensity levels for 12 AUs. Unlike these methods, in this dissertation, the fusion of the class-wise probability outputs from machine learning methods such as SVM, within a continuous, Gaussian state estimation framework is explored. The proposed AU intensity estimation framework is implemented mainly in the programming language Lua\textsuperscript{2} [74]. The following subsections provide more details about the design of the proposed AU intensity estimation method.

3.2 Basic framework: Probabilistic, Dynamic, Hybrid

A dynamic, probabilistic state estimation framework is used to estimate continuous-valued intensities of the 22 AUs listed in Table 2.1. State estimation methods track the state of a system with the help of a model describing how the state changes over time and by measuring the observable properties of the system. Mathematically, the state of a system is represented by a vector of variables, of which, some, all, or none may be directly observable. A dynamic model of the process that causes the state changes is called the transition model. This model is often not known accurately, and therefore, is a noisy approximation of the actual process. An observation model defines a mapping of the state to the system’s observable/measurable properties. Actual observations are also usually ridden with noise. State estimation methods allow modelling of noise in parametric or non-parametric ways. Parameterised noise models describe noise in the form of a mathematical function. An example of a parameterised noise model is a single or multivariate Gaussian model with mean(s) and covariances as parameters. Non-parametric noise models represent or encode noise as a collection of points in a corresponding sample space. For example, noise in a state estimate could be represented as a set of plausible state estimates. In the non-parametric case, the underlying noise distribution is encoded non-parametrically in the distribution of the sample points. In this work, a state estimation framework with the parameterised Gaussian noise model is chosen, for practical convenience. As will be seen later, the state space is high-dimensional. Therefore, a large set of sample points would be required to model noise non-parametrically. This could prove to be computationally expensive and therefore, unsuitable for practical, real-time applications.

There are two main steps in the dynamic state estimation process [175], as shown in Figure 3.1: (i) prediction and (ii) correction. Starting with a pre-defined initial state at time step \( k = 0 \), the prediction step predicts the state at the current time step \( k \) based on the state at the previous time step \( k - 1 \), by applying the transition model that describes how the state changes over time. In other words, the evolution of the state during the time interval \([t_{k-1}, t_k]\) is computed

\[ https://www.lua.org/ \]
Figure 3.1: State estimation involves two steps: prediction and correction. In the prediction step, the \textit{aposteriori} state estimate from the previous time step \( k - 1 \) or the initial state at time \( t_0 \), if \( k = 1 \), is transformed through the transition model to obtain the \textit{apriori} estimate for the state at the current time step \( k \). This is followed by a correction step, in which the \textit{apriori} state estimate is corrected based on the evidence provided by the noisy observations. The observation model predicts the observable properties based on the \textit{apriori} state estimate. After correction, the less noisy \textit{aposteriori} state estimate for the current time step \( k \) is obtained.

using the transition model\(^3\). The predicted state is referred to as the \textit{apriori} estimate at time step \( k \), and is denoted as \( \hat{x}_k \). The noise in \( \hat{x}_k \) is a combination of the noise in the state estimate from the previous time step \( k - 1 \) and the noise in the transition model that was applied. In the correction step, measurements or observations about the state are used to correct \( \hat{x}_k \). The amount of correction applied depends on two factors: (i) the difference between the actual observations \( z_k \) and the observations predicted based on \( \hat{x}_k \); and (ii) the amount of noise in the actual and predicted observations. To predict observations, observation models that map the state to observations are used. The new state estimate resulting from the correction step is referred to as the \textit{aposteriori} or \textit{filtered} estimate at time step \( k \), and is denoted as \( x_k \). It is used in the prediction step of the next time step \( k + 1 \).

The Kalman filter, as described in \([85, 86]\), is a linear state estimation framework that models the noise in the state transition model and the noise in the observations in terms of a unimodal, zero-mean, Gaussian distribution. The Kalman filter or one of its variants that is used with non-linear systems–the extended Kalman filter \([81]\)–has the following features:

- **Predictions based on dynamic models**: \( \hat{x}_k \) is predicted using a noisy state transition model that approximates the dynamics of internal process(es) that cause(s) the observed system behaviour.

\(^3\) It is assumed that there are no external control inputs to the system to influence the state estimate.
This model is also known as a *process model*. The true process models of real-world systems are usually unknown or difficult to model accurately. Therefore, approximate models, defined as *state transition functions* \( f_k \) are used, and the mismatch with the real system behaviour is modelled as *epistemic noise* or *process noise*. This noise is represented using an error covariance matrix referred to as the *process noise covariance matrix*, \( Q_k \). Thus, \( f_k \) and \( Q_k \) together constitute the process model (see Equation 3.1). \( \hat{x}_k \) is computed as shown in Equation 3.5.

- **Reasoning based on uncertainty:** \( \hat{x}_k \) is computed using a noisy process model and a noisy \( x_{k-1} \). The noise in \( \hat{x}_k \) is therefore a sum of \( Q_k \) and the noise transferred from \( x_{k-1} \), and is represented using the *apriori state estimation error covariance matrix* \( \hat{P}_k \) (see Equations 3.3 and 3.6). The methods used for observing or measuring system properties or its changes are also prone to noise. This noise is modelled using the *measurement noise covariance matrix* \( R_k \). While computing \( x_k \), the noisy \( \hat{x}_k \) is corrected on the basis of the noisy \( z_k \) in a proportion that is determined by \( \hat{P}_k \) and \( R_k \) (see Equations 3.7 and 3.8). The greater the noise \( R_k \) in the measured observations \( z_k \) compared to the noise in the observations predicted using \( \hat{x}_k \), the smaller is the applied correction. The noise in \( x_k \) is represented by the *aposteriori state estimation error covariance matrix* \( P_k \) (see Equation 3.4), and is computed as shown in Equations 3.7 and 3.9. As a result of the correction step, the overall noise or uncertainty in the state estimate is reduced, and therefore, \( x_k \) is less noisy or more certain than \( \hat{x}_k \). The computation of \( \hat{x}_k, \hat{P}_k, x_k \) and \( P_k \) is elaborated in [14, 81] as well as in Patent D.1.1.

- **Fusion of multiple information sources:** The measurements or observations of the system could come from one or more sources. The sources may be either sensors or data processing methods. Fusion of multiple observation sources is enabled by (i) augmenting the observations vector \( z_k \) and the noise covariance matrix \( R_k \), and (ii) by defining observation models, for each observation source. The observation models are denoted as \( h_k \) (see Equation 3.2).

\[
\begin{align*}
\hat{x}_k &= f_k(x_{k-1}) + \mathcal{N}(0, Q_k) \\
z_k &= h_k(\hat{x}_k) + \mathcal{N}(0, R_k) \\
\hat{x}_k &\sim \mathcal{N}(0, \hat{P}_k) \\
x_k &\sim \mathcal{N}(0, P_k) \\
\hat{x}_k &= f_k(x_{k-1}) \\
\hat{P}_k &= F_k P_{k-1} F_k^T + Q_k, \text{ where } F_k \text{ is Jacobian of } f_k \text{ at } x_{k-1}
\end{align*}
\]

(3.1) (3.2) (3.3) (3.4) (3.5) (3.6)
The Gaussian state estimation framework used in this doctoral work to estimate AU intensities has the following assumptions and features (see Patent D.1.1 for more details):

- **State estimation method:** In this work, it is assumed that the process models are first-order Markov processes, i.e. the apriori state estimate at time step \( k \) depends only on the aposteriori state estimate at the previous time step \( k - 1 \). The noise is assumed to follow parametric, unimodal, zero-mean Gaussian distributions. As will be seen later, the process models are non-linear, are continuous in time, and are represented using differential equations. But, the observations are available at discrete time steps. Therefore, a continuous-discrete extended Kalman filter (see pages 290–293 in [14]) is used as the state estimation method. The parameters of the 3D, deformable facial shape model, namely head pose parameters, AU parameters and SU parameters, constitute the main state variables. Depending on the process models used, additional parameters or variables are also included in the state vector.

- **Process models:** In this work, first-order Markov processes based on constant position model, constant velocity model and driven mass-spring-damper model are used as noisy process models. Just like in the preceding work [69], constant position model is used for the relatively constant SU parameters, and constant velocity model is used for the rigid, head motion parameters, i.e. 3D translation and 3D rotation parameters. In contrast to [69], in this doctoral work, a driven mass-spring-damper model is used to model the AU parameters that are controlled by facial muscle motion. Taken together, these three process models describe how different elements of the 3D, deformable facial shape model evolve over time. For simplicity, it is assumed that the noise in these three categories of process models are independent of each other. The state vector contains a total of 185 elements. In Section 3.2.1, the driven mass-spring damper model and the associated Gaussian noise model are explained in detail. The noise in the process models correspond to epistemic uncertainty.

---

4 The preceding work [69] had used the discrete form of extended Kalman filter, because the process model and process noise used in that work modelled the cumulative effect over the time interval \([t_{k-1}, t_k]\).

5 The scaling factor is set to 1.0 and kept constant. In effect, the scaling of the face model in the 2D perspective projection is effected via the translation along the z-axis.
Noisy observations: The two sources of observation used in this work comprise facial landmark detection and appearance-based AU classification. As mentioned in Section 2.1.2, facial landmark detection provides the 2D positions of 68 facial landmarks in a facial image, and appearance-based AU classification uses textural features to detect the presence of specific AUs. The noise in the detected facial landmark positions is determined empirically, and the noise in the AU detections is modelled mathematically. The noise in the measurements represent aleatoric uncertainty. More details about the noise modelling are given in Sections 3.2.2 and 3.2.3.

Observation models: The 3D deformable facial shape model in Equations 2.1 and 2.2 serves as the basis for the observation model to map state variables to facial landmark positions. Perspective projection of this facial shape model converts the state variables into 2D facial landmark positions by applying camera parameters. The rotation parameters as well as the perspective projection introduce non-linearity in the observation model associated with facial landmark positions. For the AU detections from the classifiers, an identify function maps the probability output for each AU to the corresponding AU parameter. More details are provided in Section 3.2.4, including a description of how the two sources of noisy observations are fused.

3.2.1 Driven Mass-Spring-Damper Model

AUs are caused by facial muscle movements that are characterised by the viscoelastic properties of the associated facial muscles or muscle groups. To model these viscoelastic properties, a mass-spring-damper system is used. It consists of a mass $m$ attached to a spring having spring constant $k$ and a damper having viscous damping coefficient $c$, and assumed to be moving on a frictionless surface. Compressing or extending the spring displaces it from its resting position. On the one hand, this creates a restoration force $F_r$ in the spring that acts along the axis of the spring and in a direction opposite to that of the displacement of the spring. On the other hand, the damper opposes the motion of the spring by creating a viscous friction (damping force $F_d$) that acts in the direction opposite to the direction of motion of the spring. The restoration force tries to bring the spring back to its resting position and is proportional to the displacement $\ddot{x}$ of the spring (Hooke’s law), provided the displacement falls within the limit of proportionality of the spring, i.e. $F_r = -k\ddot{x}$. The damping force tries to slow down the motion of the spring, and is proportional to the velocity $\dot{\ddot{x}}$ of motion, i.e. $F_d = -c\dot{\ddot{x}}$. When an external force is applied to the mass, it elongates or compresses the spring, and thereby creates opposing restoration and damping forces. In the absence of a
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Figure 3.2: A mass-spring-damper system driven by external force $\bar{F}_e$ is used to model the facial muscles that cause AUs. In this model, a mass $m$ is attached to a spring with spring constant $k$ and to a damper with viscous damping coefficient $c$. The external force $\bar{F}_e$ acting on the mass displaces the system from equilibrium, and thereby causes motion. Here, $\bar{x}$ is the displacement vector, $\bar{v}$ is the velocity vector, $\bar{F}_r$ is the restoration force, and $\bar{F}_d$ is the damping force.

damper, under ideal conditions, a displaced spring will produce non-stop simple harmonic oscillation, after the external force is removed. The frequency of this oscillation is referred to as the natural frequency $\omega_0$ of the mass-spring system and is given by $\omega_0 = \sqrt{\frac{k}{m}}$. It is the viscous friction provided by the damper that enables a mass-spring-damper system to eventually settle to equilibrium. Three types of damping effects are possible: overdamped, underdamped and critically damped. This is determined by the damping ratio $\zeta$, which is defined as $\zeta = \frac{c}{2k\sqrt{m}}$. If $\zeta < 1$, the oscillation is underdamped; if $\zeta > 1$, the oscillation is overdamped; if $\zeta = 1$, the oscillation is critically damped.

Figure 3.2a shows a mass-spring-damper system and Figure 3.2b shows the free-body diagram of the forces acting on the mass $m$, when an external force $\bar{F}_e$ is applied to it. Based on the forces acting on $m$, the net acceleration $\bar{a}$ of $m$ is the vector sum of the accelerations caused by $\bar{F}_r$, $\bar{F}_e$ and $\bar{F}_d$. The net acceleration $\bar{a}$ can be derived as given in Equations 3.10 to 3.13. Figures 3.3 and 3.4 show the response of different configurations of mass-spring-damper systems to a driving force having the form of a square pulse or a trapezoidal pulse. These figures reveal the non-linearity in the motion of mass-spring-damper systems.

To model AU dynamics using a driven mass-spring-damper system, the direction of elongation of the spring is assumed to be identical to the direction defined by the corresponding AU deformation vector. The external force $\bar{F}_e$ is modelled to act in this direction in order to create a positive displacement of the mass-spring-damper system.
Figure 3.3: The plots in the bottom row show the responses (displacement in meters (m)) of three mass-spring damper systems to an external driving force (unit: newton (N)) having the form of a square pulse or a trapezoidal pulse. The square pulse includes a positive and a negative step (top left). The trapezoidal pulse includes a positive and a negative ramp (top right). The delay between successive time steps was set to 40 ms. All three mass-spring-damper systems had a natural frequency of 3 Hz, but differed in the damping ratio: 0.8 for underdamped, 1.2 for overdamped, and 1 for critically damped. It can be seen that during the positive step or positive ramp, the underdamped system produced the highest peak displacement, and the overdamped system produced the lowest peak displacement. Moreover, the underdamped system showed faster motion than the overdamped system. During the negative step or negative ramp, the underdamped system was the fastest to touch the equilibrium position (displacement = 0), but also overshot it. In contrast, the overdamped system needed more time to approach the equilibrium position, but did not overshoot. The responses of the critically damped system lie in between that of the other two systems.
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Figure 3.4: The plots in the bottom row show the responses (displacement in meters (m)) of two overdamped mass-spring damper systems to an external driving force (unit: newton (N)) having the form of a square pulse or a trapezoidal pulse. The square pulse includes a positive and a negative step (top left). The trapezoidal pulse includes a positive and a negative ramp (top right). The delay between successive time steps was set to 40 ms. Both mass-spring-damper systems had a damping ratio of 1.2, but different natural frequencies of 2 Hz and 3 Hz. The stiffer the spring, the higher is its natural frequency. It can be seen that the stiffer system (natural frequency 3 Hz) was displaced less and slower than the less stiff system (natural frequency 2 Hz), under the influence of the same driving force. Similarly, after the removal of the driving force, the stiffer system showed a slower rate of decrease in displacement. However, the stiffer system returned to the equilibrium position earlier due to it being closer to the equilibrium position.
Consequently, the magnitude of the displacement $\bar{x}$ represents the intensity of the corresponding AU. In order to prevent the mass-spring-damper system from overshooting the equilibrium position, when the external force is removed, a critically damped or overdamped configuration can be used. This, together with a restriction of $\bar{F}_e$ to non-negative values, ensures that the AU intensity estimates given by this dynamic model are non-negative. More details on constraining the range of AU intensity estimates are provided in Section 3.3.2.

\[
\begin{align*}
\bar{F} &= \bar{F}_e + \bar{F}_r + \bar{F}_d \\
\implies m\ddot{a} &= m\ddot{a}_e - k\dddot{x} - c\ddot{v} \\
\text{Diving both sides by } m, \\
\implies \ddot{a} &= \ddot{a}_e - \frac{k\dddot{x}}{m} - \frac{c\ddot{v}}{m} \\
\text{Introducing } \omega_0 \text{ and } \zeta, \\
\implies \ddot{a} &= \ddot{a}_e - \omega_0^2 \dddot{x} - 2\zeta \omega_0 \ddot{v}
\end{align*}
\]

A separate driven mass-spring-damper model is used for each AU. To integrate these models in the Gaussian state estimation method, five entities need to be defined for each driven mass-spring-damper model: (i) state vector $x_k$; (ii) state transition function $f_k$; (iii) Gaussian noise in process model $Q_k$; (iv) initial state $x_0$; and (v) Gaussian noise in initial state $P_0$.\(^6\) The state vector representation includes all factors on the right-hand side of Equation 3.13, namely $x$, $v$, $a_e$, $\omega_0$ and $\zeta$.\(^7\) Since the model parameters $\omega_0$ and $\zeta$ are not known exactly, and the external force $F_e$, which represents the facial muscle activation, changes dynamically according to the facial expression, $\omega_0$, $\zeta$, and $a_e$ are included in the state vector and estimated along with the variables $x$ and $v$. The state transition function $f_k$ takes the form of a set of continuous-time ordinary differential equations (see Equation 3.14). Each equation defines the time-derivative of one element of the state vector. The elements $a_e$, $\omega_0$ and $\zeta$ are assumed to be constant; hence, their time-derivatives are set to zero. However, these are updated during the correction step, based on the evidence provided by the observations $z_k$. To compute $x_k$, these differential equations are integrated numerically, with initial conditions set as $x(0) = x_{k-1}$. Fourth-order Runge-Kutta method with a single iteration (as per Table 6.5 in [79]) is used as the numerical method to solve these differential equations. The step size is set to $t_k - t_{k-1}$. The definitions of the state vector as well as $f_k$ are based on the work of Liu and Ebbini [113]. However, this doctoral work differs from [113] in the

---

\(^6\) The suffix $k$ in $f_k$ and $Q_k$ is used to indicate time-dependence, in general. However, these entities may also be unchanging or independent of time.

\(^7\) For simplicity, the vector notation $\vec{\ }$ is ignored here, and the vectors are represented as scalars, since the positive direction is defined implicitly by the corresponding AU deformation vector.
treatment of the external force $F_e$. In [113], $F_e$ is treated as a control input. In this doctoral thesis, $F_e$ is treated as an unknown/hidden model parameter to be estimated by the state estimation method, and is included in the state vector (in the form of acceleration $a_e$). Moreover, only one iteration of fourth-order Runge-Kutta method is used, in contrast to the 32 iterations in [113]. This is because no significant differences were found in the empirical results when 32 iterations were used instead of one iteration. In addition, fewer iterations reduce computational cost. The application domain also differs between the two works. In [113], a driven mass-spring-damper system (referred to as “forced harmonic oscillator”) is used for modelling the dynamics of viscoelastic tissue displacements. In this doctoral work, mass-spring-damper models are applied to model the dynamics of different facial actions or viscoelastic facial muscle movements.

\[
\begin{align*}
\frac{dx}{dt} &= v; \\
\frac{dv}{dt} &= a; \\
\frac{da_e}{dt} &= 0; \\
\frac{d\omega_0}{dt} &= 0; \\
\frac{d\zeta}{dt} &= 0
\end{align*}
\] (3.14)

The process noise $Q_k$ associated with the mass-spring-damper model is modelled using non-zero variances for each of the differential terms given in Equation 3.14, excluding $v$. Since $v$ is the time integral of $a$, the noise in $v$ is contributed by the noise in $a$. Therefore, no separate noise is modelled for $v$ in $Q_k$ (i.e. the variance of Gaussian noise in $v$ is set to zero). In this doctoral work, the values for these noise variances were determined empirically as 0; 0.03; 0.0001; 0.0001; 100, respectively, for the differential terms in Equation 3.14. Furthermore, the noise in each differential term is considered to be independent of the noise in the other terms (i.e. noise covariances between these terms are set to zero).

As mentioned above, $f_k$ computes the time-derivatives of the elements of the state vector. Accordingly, the continuous-discrete Kalman filter defines a differential form of the state estimation error covariance matrix, for use in the prediction step (see pages 290–293 in [14]). This is given in Equation 3.15. This equation is also numerically integrated using a single iteration of fourth-order Runge-Kutta method with initial conditions set as $P(0) = P_{k-1}$, in order to compute $\hat{P}_k$. $F_k$ represents the Jacobian matrix of $f_k$ computed at the state $x_{k-1}$.

\[
\frac{d\hat{P}}{dt} = F_k P + P F_k^T + Q_k
\] (3.15)

The initial state $x_0$ was set as $x = 0; v = 0; a_e = 0; \omega_0 = 3$ Hz; $\zeta = 1.2$ (overdamped). The noise covariance matrix $P_0$ was configured as given in Equation 3.16, where $\Delta t$ is the interval between two consecutive time steps ($\Delta t = t_k - t_{k-1}$). In the context of this thesis, $\Delta t$ represents the interval between two consecutive image frames in a video.

So far, the process of incorporating a single driven mass-spring-damper model in the Gaussian state estimation method was described.
In order to extend it to include several driven mass-spring-damper models—one for each of the 22 AUs—the vectors and matrices mentioned above \((x_k, f_k, Q_k, x_0, P_0)\) are augmented appropriately with the elements for each mass-spring-damper model. In this way, the process models for all 22 AUs can be integrated into the same Gaussian state estimation framework. See also Patent D.1.1 for details.

\[
P_0 = \begin{bmatrix}
0.3 & 0.3(\Delta t)^{-1} & 0 & 0 & 0 \\
0.3(\Delta t)^{-1} & 0.3(\Delta t)^{-2} & 0 & 0 & 0 \\
0 & 0 & 0.0001 & 0 & 0 \\
0 & 0 & 0 & 0.0001 & 0 \\
0 & 0 & 0 & 0 & 100
\end{bmatrix}
\] (3.16)

3.2.2 Noise in Facial Landmark Detection

Similar to the preceding work [69], the noise in the detected facial landmark positions was computed empirically. The CK+ dataset [120] was used for this purpose. It contains annotations of 68 landmark positions in 2D pixel coordinates.\(^8\) In this dissertation, a state-of-the-art face alignment method based on [90] is used to detect the facial landmark positions. The facial landmark positions detected for the images in the CK+ dataset were compared with the annotated positions, and subsequently, the sample mean and sample variance of the errors normalised by the distance between the eyes were computed. The noise in the landmark positions were computed under two different assumptions: (i) The noise in the pixel coordinates of each landmark are correlated with each other, but are uncorrelated with the noise in the pixel coordinates of other landmarks (independent noise configuration); (ii) The noise in the pixel coordinates of each landmark is correlated with the noise in the pixel coordinates of every other landmark (full noise configuration). These two noise configurations lead to two different state estimators. The independent noise configuration is used for AU05, AU10, AU13, AU16, AU17, AU23, AU27 and AU43. The full noise configuration is used for AU01, AU02, AU04, AU06, AU07, AU09, AU11, AU12, AU14, AU15, AU20, AU24, AU25 and AU26. The full noise configuration lends greater robustness or noise resistance to the state estimator, since individual landmarks cannot as easily influence the state estimate as in the independent noise configuration. Therefore, it is good for subtle AUs such as AU06-CheekRaiser and for AUs such as AU02-OuterBrowRaiser that might be incorrectly used to cover interpersonal shape variations in facial features such as eyebrows. The independent noise configuration can be visualised graphically in the form of 1-\(\sigma\) error ellipses, as shown in Figure 3.5a.

\(^8\) In the pixel coordinate system, the x-axis goes from left to right, and y-axis from top to bottom, with the origin at the top, left corner of the image.
The error ellipses represented in this figure correspond to the face alignment method based on [90], and are therefore different from the noise ellipses shown/used in the master’s thesis [69] preceding this work. It can be seen from Figure 3.5a that the noise is normally higher along the edges than across them. The landmarks located on the facial boundary are more noisy than those located on the eye lids, nose and upper lip boundary. Figure 3.5b shows the same error ellipses shifted by adding the mean noise. The mean noise represents the systematic error in the facial landmark detections, and is subtracted from the facial landmark detections, before they are used to correct the state estimate.

Figure 3.5: 1σ error ellipses representing the empirically computed noise in the facial landmark detections from the face alignment method [90] applied in this work. The empirical noise was computed on the CK+ dataset [120]. The ellipses and the mean errors have been rescaled based on the 2D distance between the centers of the eyes in this perspective-projected wireframe model of the neutral face deformed with a mild parting of lips (AU25). The mean errors represent the empirically determined systematic error in the facial landmark detections.

---

9 The face alignment method based on [90] was not implemented by me. Only the outputs from this method were used in this doctoral work.
3.2.3 Noise in Action Unit Classification

In this dissertation, SVMs trained on HOG or LBP features are used as appearance-based classifiers. The integration of these SVM classifier outputs in the state estimation method is an important contribution of this thesis, and is published in [70] (Publication B.2.1).

The appearance-based AU classifiers used in this work are of three different types: two-class, multiclass Type-I and multiclass Type-II. Two-class classifiers predict the probability of presence or absence of a single AU. In this work, two-class classifiers are used for detecting AU02, AU06, AU09, AU17 and AU25. Multiclass Type-I classifiers predict the probabilities of all Boolean combinations of a selected number of AUs. In this work, a multiclass Type-I classifier is used for two AUs, namely AU01 and AU04. This classifier predicts probabilities for four classes: (i) both AU01 and AU04 present; (ii) AU01 present, but not AU04; (iii) AU04 present, but not AU01; (iv) neither AU01 nor AU04 present. From a multiclass Type-I classifier, the probabilities for individual AUs can be computed using the marginalisation technique. In the above example, the probability of presence of AU01 can be obtained by adding the probabilities for classes (i) and (ii). Similarly, the probability of presence of AU04 can be obtained by adding the probabilities for classes (i) and (iii). Multiclass Type-II classifiers predict probabilities of a set of individual AUs. In this work, a four-class SVM that detects the presence of AU12, presence of AU15, presence of AU26, and absence of AU12, AU15 and AU26 is used. This is an example of a multiclass Type-II classifier. With multiclass Type-II classifiers, the probability of presence of an AU is the probability output for that class.

In order to integrate these AU probability outputs in the Gaussian state estimation method, the probabilities should first be converted to Gaussian noise variances. The probability $p$ of presence of an AU $A$ defines a Bernoulli distribution, where the Boolean random variable $A$ takes value 1 (presence of AU) with probability $p$ and value 0 (absence of AU) with probability $1 - p$. The second moment of this distribution is utilised as the Gaussian noise variance, for integration in the state estimation method. Figure 3.6 shows the second moment or variance of Bernoulli distribution as a function of the probability $p$ that the Boolean random variable takes the value 1. As can be seen, the variance is highest when the probability is 0.5. This is the point of

---

10 The design, training and testing of the SVM classifiers were not done by me. Only the outputs from the SVMs were used in this doctoral work.

11 All the SVM classifiers used in this work have been created using the LIBSVM [17] software library. To convert the real-valued scores given by SVMs into pairwise class probabilities, LIBSVM uses the method proposed by Lin et al. [107], which is an improvement of Platt’s method [143]. Individual class probabilities are computed from the pairwise class probabilities via pairwise coupling based on the second approach proposed by Wu et al. [201].
Figure 3.6: Variance of Bernoulli distribution, as a function of the probability of the Boolean random variable taking the value 1. This figure is also published in [70].

highest uncertainty about the value taken by the random variable, i.e. whether the AU \( A \) is present or absent. More details can be found in the Publication B.2.1.

3.2.4 Fusion of Multiple Noisy Observations

As mentioned earlier, the observation model for facial landmark positions is given by the perspective projection of the 3D, deformable facial shape model. The observation model for appearance-based AU classification is the identity function that interprets the probabilities as AU intensities [70]. This is based on the rationale that AUs expressed at higher intensities will create stronger appearance changes that lead to higher classification probabilities. A similar rationale was adopted in other works [9, 61]. Since probabilities as well as valid AU intensities belong to the range \([0, 1]\), a rescaling of probabilities is not necessary.

In order to fuse the noisy observations from facial landmark detection and appearance-based AU classification, the observation vector \( z_k \), the observation model \( h_k \), and the measurement noise covariance matrix \( R_k \) are augmented. The performance improvement through the fusion of facial shape and appearance information was successfully demonstrated on three upper face AUs, namely AU01-InnerBrowRaiser, AU04-BrowLowerer and AU06-CheekRaiser, using image sequences from a proprietary market-research database (see Table 2 and Figure 3 in [70] or Publication B.2.4).
3.3 Enhancements

In this section, several enhancements made to the basic state estimation framework in order to deal with practical as well as domain-specific challenges are discussed.

3.3.1 Action Unit Correlations in Noise Models

The AU deformation vectors in Equation 2.1 represent the displacements in the positions of facial landmarks that are caused when AUs are displayed at maximum anatomically possible intensities. A visual inspection of these deformation vectors would reveal that several AUs, especially those in the same facial region, cause facial shape deformations that appear to be very similar to each other and involve the movement of similar facial landmarks, either in the same or in the opposite direction. For example, Figures 3.7a and 3.7b show that the deformation vector for AU04-BrowLowerer pulls the inner corners of the eyebrows downwards, whereas the deformation vector for AU01-InnerBrowRaiser pushes them upwards. From Figures 3.7c and 3.7d, it can be seen that AU12-LipCornerPuller and AU13-Sharp LipPuller vectors raise the lip corners upwards, but in slightly different angular directions. Computationally, the degree of similarity between any two AU deformation vectors can be determined by calculating the Pearson’s correlation coefficient $r$. This is computed by first mean-normalising each of the 3D vectors, and then by computing the cosine of the angle between each pair of mean-normalised 3D vectors (cf. [41]). This correlation coefficient $r$ is invariant to both scale and translation. It takes a value in the interval $[-1, 1]$, with negative values indicating negative correlation and positive values indicating positive correlation between the vectors. The higher the magnitude of $r$, the stronger is the correlation (positive/negative similarity). A value of zero represents independence (no similarity) between the vectors, in which case, the vectors are orthogonal to each other.\footnote{Correlation coefficients are computed between two non-zero vectors.} The closer the magnitude of $r$ is to zero, the higher is the dissimilarity between the two vectors. Between the deformation vectors for AU01 and AU04, $r$ had the value $-0.78$, indicating a strong negative correlation. Between the deformation vectors for AU12 and AU13, $r$ had the value $0.94$, indicating a strong positive correlation. When two AUs involve the movement of different facial landmarks, correlation coefficients are close to zero. For example, between AU01 and AU12, $r$ had the value $-0.06$.

The values for $r$ that were computed for each pair of AUs are visually depicted in Figure 3.8 as a matrix of ellipses. This visualisation of correlations as ellipses is inspired by [134]. In Figure 3.8, the blue ellipses represent positive correlations, and the red ellipses represent negative correlations. This information is also represented by the slopes of
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Figure 3.7: 2D perspective projections of the deformation vectors for AU01, AU04, AU12 and AU13 that are part of the face model in Equation 2.1. The vectors are derived from [96].

The (semi-)major axes that are marked using black arrows. Negative slopes of (semi-)major axes denote negative correlations, and positive slopes denote positive correlation. In addition, the length of a minor axis is inversely related to the strength of the correlation. That is, the stronger the correlation (positive or negative) between the corresponding pair of AUs, the shorter is the minor axis, and the narrower is the ellipse. In Figure 3.8, the strong negative correlation between AU04-BrowLowerer and AU01-InnerBrowRaiser is indicated by the narrow, red ellipse, whereas the strong positive correlation between AU12-LipCornerPuller and AU13-SharpLipPuller is indicated by the narrow, blue ellipse. An AU has the maximum positive correlation of 1 with itself, in which case, the minor axis of the ellipse has length zero. This reduces the ellipse to a straight line segment with a slope of 1. In contrast, the more uncorrelated the corresponding AU vec-
tors ($\rho$ values closer to zero), the more circular are the ellipses, with major and minor axes of more or less equal lengths. For example, AU01-InnerBrowRaizer and AU12-LipCornerPuller are uncorrelated, as represented by the red circle.

![Figure 3.8: Correlation coefficients computed between pairs of AU deformation vectors. Positive correlations are shown using blue ellipses, and negative correlations are shown using red ellipses. The black arrows represent the semi-major axes of the ellipses. Positive or negative slope of a semi-major axis indicates positive or negative correlation between the corresponding AUs. Narrower ellipses represent stronger correlations. The more circular an ellipse, the more uncorrelated are the corresponding AU vectors.](image)

As can be seen in Figure 3.8, many of the AU deformation vectors have strong positive or negative correlations with each other. Therefore, the AU intensities that represent the displacements along these vectors cannot be considered as being uncorrelated to each other. Consequently, these AU correlation coefficients were introduced in the process noise covariance matrix $Q_k$, in the initial state error covariance matrix $P_0$, as well as in the AU constraint models, so that the noise in each AU intensity contributes a proportional amount of noise in
another AU intensity. The proportionality constant was set to the correlation coefficient between the corresponding AU deformation vectors. It is to be noted that the covariances between AU intensities computed in this way represent the face model-based noise and do not reflect the probability of co-occurrence of AUs. These covariances operate in such a way that higher uncertainties in one AU intensity estimate increase the uncertainties in the intensity estimates of other positively correlated AUs, and decrease the uncertainties in the intensity estimates of other negatively correlated AUs.

Another way to deal with the non-orthogonality of the facial shape deformations caused by AUs would have been the use of principal components of the original set of AU deformation vectors. However, this removes the semantic information about AUs and therefore, muscle-specific modelling of AU dynamics would no longer be possible. To learn the process model for the parameters associated with the principal components, a good amount of data with reliable AU intensity annotations would be required. However, this still remains an unresolved challenge.

3.3.2 Constraints on Action Unit Intensity Range

The AU deformation vectors defined in Equation 2.1 represent the maximum shape deformations that are anatomically possible when expressing the AUs. By virtue of this, the maximum value that can be taken by the AU parameters or AU intensities is 1. Furthermore, AU intensities are non-negative by definition in FACS [46]. Hence, the valid AU intensities are limited to the range $[0, 1]$. In order to ensure that the estimated AU intensities belonged to this valid range, state constraints were introduced in the extended Kalman filter framework. There are several ways of doing this, as mentioned in [174]. In the preceding work [69] that used a constant velocity model for facial motion, soft constraints were applied to the AU parameters during the correction step. Soft constraints do not have to be strictly met, in contrast to hard constraints. The underlying idea was to introduce an effect of pushing (or, equivalently, pulling) the AU intensities towards zero. The negative estimates were pushed more strongly than the positive estimates. In order to realise this, (i) additional measurements of zero–one for each AU parameter—were introduced in the observation vector $z_k$, (ii) a zero-mean Gaussian noise was defined to control the softness of the constraint, and (iii) a linear observation model was defined to convert the noisy apriori AU intensity estimates to predicted observations. The same principle was adopted and extended in this doctoral work, in which the constant velocity models are replaced by driven mass-spring-damper models. In order to enforce the AU parameter range constraints, it is necessary to also constrain the direction in which the driving force is applied to the mass-spring-damper system, so that it
causes displacements only along the direction of the AU deformation vector. The modelling, working and impact of the constraints are described in [67] (Publication B.2.2).

3.3.3 Handling of Anomalies in Face Alignment

In this work, a face alignment method [90] is used to detect the positions of 68 facial landmarks in an image frame. These positions are used directly as observations in the AU intensity estimation method. These are also used to define the face region(s) from which textural features are extracted for AU classification. Occasionally, unseen\(^{13}\) or sudden variations in facial shape and texture introduced by changes in illumination, face and head motion, or facial expressions can result in anomalous facial landmark detections that differ significantly from the predicted facial landmark positions. Furthermore, illumination changes or body movements can affect the texture of the clothing or the background. This could cause a sudden displacement of the facial landmark detections to a completely different region in the image frame. Since the accuracy and precision of face alignment are central to the performance of the AU intensity estimation method, anomalies in face alignment should be detected and prevented from being used to correct the apriori AU intensity estimates.

Detection of anomalies in measurements is a well-known problem in Kalman filter-based tracking applications. In [136], a solution based on normalised innovation squared is presented. Normalised innovation squared is a measure of divergence between the actual measurements and those predicted based on the apriori state estimates. Normalised innovation squared values follow chi-square distribution. The 68 2D facial landmarks contribute 136 degrees of freedom. Therefore, the normalised innovation squared values should be less than 192.707 to ensure a p-value of 0.001. However, in this doctoral work, the threshold for the normalised innovation squared values was set empirically to 325, by examining examples where face alignment produced anomalous results. The threshold was set very high, so that the sudden changes in facial landmark positions caused by facial muscle movements are not flagged wrongly as anomalies. This is more likely to happen in the case of AU43-EyesClosed, which involves a quick movement of eyelids, and in the case of AUs related to the opening of the mouth, namely AU25-LipsPart, AU26-JawDrop and AU27-MouthStretch. If the changes caused by these AUs are flagged as anomalies, then the state estimation method will miss to detect the activation of these AUs, thereby affecting its AU intensity estimation performance. With a high threshold, only extremely unlikely facial landmark detections would be flagged as anomalies. Figure 3.9 illustrates an anomalous and a non-anomalous set of facial landmark

---

\(^{13}\) Here, ‘unseen’ stands for ‘not seen during the training of the face alignment method.’
detections, in two consecutive image frames, and also provides the value of normalised innovation squared computed in each case.

Figure 3.9: An instance of anomaly in facial landmark detection in a sequence from the UNBC-McMaster Shoulder Pain Expression Archive Database [121]. On Frame 223, the value of normalised innovation squared was 135.441 (p-value > 0.001). This was well below the empirically determined threshold of 325. Therefore, the facial landmark detections for Frame 223 are marked as non-anomalous measurement. However, on Frame 224, the value of normalised innovation squared was 483.993, which exceeded the empirically set threshold of 325. Therefore, the facial landmark detections for Frame 224 are flagged as a highly unlikely or anomalous measurement. Facial images © Jeffrey Cohn.

If detected, anomalous facial landmark positions are not used to correct the apriori state estimate. The plot at the top in Figure 3.10 shows how an anomalous face alignment output in one frame corrupted the AU intensity estimates for several successive frames. The plot at the bottom in Figure 3.10 shows the AU intensity estimates for the same image sequence, when the anomalous facial landmark detections were ignored and not used to update the AU intensities. The noisy effect of the anomalies on AU intensity estimates were eliminated. If several successive frames are flagged as anomalies and dropped from the correction step, then the apriori state estimates will gradually drift over time and the normalised innovation squared based method would flag such situations as anomalous, even when the face alignment is correct. Furthermore, an update after several time steps would introduce noise in the AU intensity estimates. Therefore, if more than a specific number
Figure 3.10: An illustration of the effect of the proposed strategy for handling anomalies in facial landmark detections. The effect is illustrated on a sequence from the proprietary market research database [70], recorded at 25 frames per second. For clarity, only two AUs, namely AU04 and AU17, are shown in the plots. The plot at the top shows the AU intensity estimates obtained when anomaly detection was not activated. The plot at the bottom shows the AU intensity estimates obtained when the anomaly was detected and removed from state estimation. This illustrates that, through anomaly handling, the noisy effects of anomalous facial landmark detections can be eliminated, which in turn would enhance the robustness of the system.

of consecutive frames produce anomalous facial landmark detections, then the state estimation should be suspended. The state estimator can later be reset, when a pre-defined timeout on suspension is exceeded.
and facial landmark detections are available. The frames count for consecutive anomalies and the duration of timeout for resetting the state estimator could be determined empirically, as part of a future work. During the initial feasibility tests, the state estimation was suspended after three consecutive anomaly detections (frames count set to three), and reset when the next frame with facial landmark detections became available (timeout set to zero).

Sometimes, facial landmark detections are not available for a frame (missing measurement). In these cases, the correction step in state estimation is skipped. However, if no facial landmark detections are available for a pre-defined number of consecutive frames, then the state estimation is suspended until facial landmark detections become available again. In this work, the frames count for suspending state estimation due to missing facial landmark detections is set to three. If any of the AU classifiers fail to produce a prediction, then the corresponding elements are excluded from the observation vector, and the correction step is performed with the remaining measurements.

### 3.3.4 Muscle-specific Models for Action Units

As shown in Equation 3.13, the mass-spring-damper model for each AU has two internal parameters, namely the natural frequency of oscillation $\omega_0$ and the damping ratio $\zeta$. These parameters are part of the state vector, and are allowed to be dynamically updated, in order to account for epistemic modelling errors. These parameters were initialised identically for all AUs using values determined through trial and error. However, these parameters could be initialised differently for each AU, depending on the characteristics of the facial muscle(s) that produce(s) it. For this, a simple method based on facial muscle fibre composition is proposed here. Several histochemical studies [50, 64] have examined the composition of facial muscles. Happak et al. [64] grouped facial muscles based on the percentage of Type I muscle fibres that they contained. The subsequent work by Freilinger et al. [50] labelled these groups as phasic, intermediate and tonic muscles. Phasic facial muscles contain less proportion (14% to 15%) of Type I fibres. The orbicularis oculi muscle that is involved in AU06-CheekRaiser, AU07-LidTightener and AU43-EyesClosed belongs to this category. Intermediate facial muscles are composed of 28% to 37% Type I fibres. The muscles involved in several lip movements (AU10-UpperLipRaiser, AU12-LipCornerPuller, AU13-SharpLipPuller, AU15-LipCornerDepressor and AU20-LipStretcher) fall in this category (muscles: zygomaticus major, levator labii superioris, levator anguli oris, depressor anguli oris, and platysma [64]). Tonic facial muscles contain high proportions (41% to 67%) of Type I fibres. The occipitofrontal muscle involved in raising of eyebrows (AU01 and AU02) and the buccinator muscle involved in AU14-Dimpler belong
to this category. Phasic muscles respond fast, while tonic muscles are slow in responding to stimuli. As shown in Figures 3.3 and 3.4, mass-spring-damper systems with stiffer springs or stronger dampers are slower and milder in their responses to the driving force, whereas less stiff springs and weaker dampers respond faster and stronger to the driving force. Based on these pieces of information, different initial values could be configured for $\omega_0$ and $\zeta$ for different AUs. In this work, a less stiff spring with $\omega_0$ set to 0.8 and $\zeta$ set to 1.0 (critically damped) was used for AU06, AU07 and AU43, which are AUs that involve the action of the phasic orbicularis oculi muscle. Figure 3.11 gives a qualitative illustration of the effect of this adapted mass-spring
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Figure 3.11: The plot illustrates the effect of using a muscle-specific model for AU43-EyesClosed on a sequence selected from the UNBC-McMaster Shoulder Pain Expression Archive Database [121]. The default model used a spring with $\omega_0$ set to 3 Hz and a damper with $\zeta$ set to 1.2. The muscle-specific model used a spring with $\omega_0$ set to 0.8 Hz and a damper with $\zeta$ set to 1.0. With this muscle-specific model: (i) the peaks of AU43 intensity estimates are sharper and higher; (ii) the intensities are able to come closer to zero, when the eyes are reopened; (iii) and the estimates increase or decrease at a faster rate. In sum, the responsiveness of the AU43 intensity estimates improved through the use of a muscle-specific model.
3.3 Enhancements

damper model on AU43 intensity estimates. It can be seen that the estimates obtained from the muscle-specific model show quicker and higher responsiveness than the estimates obtained from the default model. Empirical tuning of the parameters of the muscle-specific mass-spring-damper models could be investigated in a future work.

3.3.5 Adapting to Person-Dependent Variations

The facial properties such as shape and appearance vary between persons. These variations can affect the final shape and appearance of the face, when a facial expression is displayed by different persons. Figures 3.12 and 3.13 show some examples of facial shape or morphology variations between persons. Facial morphology includes the shape of face boundary as well as the shapes of facial features such as the eyebrows, eyes, nose and mouth. These variations are modelled using SU deformation vectors and SU parameters in the deformable facial shape model (see Equation 2.1). Facial appearance varies between persons due to the differences in the texture and tone of a person’s skin. The textural variations include, for example, ageing-related wrinkles, presence of facial hair (beard and moustache), and facial occlusions caused by hairstyle. In this doctoral work, different methods have been applied to account for these interpersonal variations or to minimise the effect of these variations on AU intensity estimation. These methods can be categorised into (i) one-time calibration approaches, and (ii) continuous calibration approaches. In one-time calibration approaches, the person-specific characteristics are determined before the AU intensity estimation begins. In contrast, in continuous calibration approaches, the determination of person-specific characteristics and estimation of AU intensities are performed simultaneously.

One-time calibration of person-dependent facial shape and appearance can be performed on the first few frames of the sequence, if the person shows a neutral expression at the beginning of the sequence. Alternatively, it can be performed on a separate sequence, where the same person shows a neutral expression. First, let us look at one-time facial shape calibration. To determine the SU parameters in these cases, the state estimation process is run on these neutral (sub)sequences with AU intensity estimation disabled by setting the initial AU parameters, their error covariances, and the AU-related process noise to zero. This causes the state estimation process to estimate only the head pose (rigid) parameters and the SU parameters. The a posteriori SU parameter estimates obtained for the last frame of a neutral (sub)sequence are then used as fixed/calibrated SU parameters for the corresponding person. The AU parameter estimation is then activated by setting the AU-related process noise as modelled in Section 3.2.1. In the case where the SU parameters are determined on the first few frames of the sequence, the final a posteriori state estimation error covariances
of the SU parameters are transferred to the AU parameters, before the AU parameter estimation is activated. This is done to transfer the facial landmark fitting errors to the corresponding AU parameters. It is also done so as not to disturb the equilibrium of the system through sudden changes in the error covariances. This transfer of noise uses the Jacobian \((H)\) of the 2D perspective projection of the 3D deformable facial shape model, and the \textit{aposteriori} state estimation error covariance matrix \(P\). The transfer of noise is described in Equations 3.17 to 3.19. The subscripts \(r, s, a, \) and \(l\) represent the row/column indices of the rigid parameters, SU parameters, AU parameters, and facial landmark coordinates, respectively. Further adaptation of SU parameters is disabled during AU parameter estimation by setting the SU-related process noise and error covariances to zero.

\[
H_{l,a} P_{a,a} H_{l,a}^T = H_{l,s} P_{s,s} H_{l,s}^T \tag{3.17}
\]
\[
H_{l,r} P_{r,a} H_{l,a}^T = H_{l,r} P_{r,s} H_{l,s}^T \tag{3.18}
\]
\[
H_{l,a} P_{a,r} H_{l,r}^T = H_{l,s} P_{s,r} H_{l,r}^T \tag{3.19}
\]
Next, let us look at one-time facial appearance calibration. Variations in facial appearance influence the performance of the SVM-based AU classifiers that use textural features. This influence could be mitigated by debiasing the probability outputs produced by the AU classifiers. This is done by computing the average of the probability outputs for each AU on the neutral (sub)sequence and subtracting these average values from the probability outputs produced by the classifiers during AU parameter estimation. A rescaling of the debiased probability outputs can also be performed to ensure that they belong to the range \([0, 1]\).

In contrast to one-time calibration approaches, the continuous calibration approaches determine the person-dependent facial shape and appearance variations during AU parameter/intensity estimation, and do not necessarily require a separate neutral (sub)sequence. In this doctoral work, the continuous approach to estimate person-dependent facial shape variations was also explored. It estimates SU parameters simultaneously with AU parameters as part of the same state estimator. In order to enable the slow adaptation of SU parameters, a constant position process model with low process noise is used. Constraints are also imposed on SU parameters to control the divergence of SU parameters from zero. These constraints act equally on positive and negative values of SU parameters. This continuous approach to deal with person-dependent facial shape variations was also part of my master’s thesis [69] that preceded this doctoral research. A continuous approach for mitigating the effects of person-dependent facial appearance variations was not explored in this doctoral thesis, and could be examined in a future work.

There are evidences for interpersonal variations in muscle fibre composition of facial muscles such as those involved in jaw movements [93, 154]. These differences influence the dynamics of facial muscle motion. Therefore, the parameters \(\omega_0\) and \(\zeta\) of the mass-spring-damper models used to model facial muscle motion should be able to adapt to these interpersonal variations. In order to do this, a continuous approach is used in this doctoral work. The parameters \(\omega_0\) and \(\zeta\) are included in the state vector and estimated simultaneously with the AU intensities. A one-time approach could also be used, in which case, \(\omega_0\) and \(\zeta\) are set as fixed after the calibration phase.

Figures 3.14 and 3.15 compare the results of one-time facial shape calibration and continuous facial shape calibration. Figure 3.14 examines the positions of facial landmarks estimated using the two approaches. It can be seen that there is no visually discernible differences in the facial landmark positions estimated by the two approaches. However, Figure 3.15 shows that the quality of AU intensity estimates improved when one-time facial shape calibration was used. This is due to the reduced interference from SU parameters, as they are estimated separately. Although the qualitative results speak in favour of one-time facial shape calibration, this approach requires a neutral

---

14 This approach was suggested by Dr. Jens-Uwe Garbas from Fraunhofer IIS.
Figure 3.14: Qualitative results showing the positions of facial landmarks estimated using one-time versus continuous facial shape calibration for the first frame of a sequence from the Actor Study Database [168]. In the one-time approach, only the SU and rigid parameters are used to fit the deformable facial shape model to the observed facial landmark detections. The resulting estimated facial landmark positions are shown in Subfigure 3.14a. In the continuous approach, the SU and AU parameters are estimated simultaneously, and are used along with the rigid parameters to fit the observed facial landmark positions. The facial landmark positions so estimated are shown in Subfigure 3.14b. The estimated facial landmark positions are almost similar in both cases. A few very subtle differences (which are not easily discernible via visual inspection) exist along the facial boundary, lips and eyelids.

/sub)sequence, to achieve best results. This is, however, difficult to mandate or control in real-world applications.

3.4 PERFORMANCE EVALUATION

Previous sections in this chapter already mentioned the qualitative or quantitative evaluation of various components and features of the proposed AU intensity estimation approach. In addition to these, the performance of the AU intensity estimation approach was compared with the performance of a state-of-the-art system for AU recognition [30]. The evaluation was performed on three datasets, namely the Actor Study Database [168], the UNBC-McMaster Shoulder Pain Expression Archive Database [121], and a proprietary market-research database that is not yet published. All datasets contain AU annotations at frame-level. The evaluation is described in detail in the to-be-submitted Publication C.2.1. It was found that the proposed approach performed quite well in recognising AUs, despite simultaneously estimating intensities for several closely resembling AUs. It also produced temporally smooth AU intensity estimates, which facilitates the identification of the different temporal phases of AUs.

In general, the estimates from the proposed approach are conservative, with delayed onsets and lower range of values for estimated
3.4 PERFORMANCE EVALUATION

Figure 3.15: Qualitative results showing the effect of one-time versus continuous facial shape calibration on a sequence from the Actor Study Database [168], in which the actor displays AU43-EyesClosed. One-time shape calibration was performed iteratively on the first frame which was duplicated for 20 time steps. The *aposteriori* SU parameter estimates from the 20th time step was used as the calibrated facial shape. After this calibration phase, the noise was transferred from SU parameters to AU parameters. In the plots above, it can be seen that continuous calibration created noisy intensity estimates in two ways. On the one hand, it used AUs for modelling person-dependent facial shape variations. For example, although the sequence did not involve a stretching of lips, non-zero intensities are estimated for AU20-LipStretcher throughout the sequence. On the other hand, it used SU parameters to co-model AU-related facial shape changes. For example, it can be seen that the intensity estimates for the displayed AU43-EyesClosed became more prominent, when SU parameters were deactivated after the calibration phase of the one-time approach.

AU intensities. To make the intensity estimates less conservative as well as to improve the generalisation performance on unseen data, in the future, outputs from data-driven machine learning approaches such as [30] could be integrated within the proposed state estimation framework as additional evidence for AUs.
3.5 CHAPTER SUMMARY

This chapter described the probabilistic AU intensity estimation framework that was developed as part of this doctoral work. The framework is based on a Gaussian state estimation method, and it combines an AU-based deformable face model with data-driven AU classifiers. It models the facial muscle movements using driven mass-spring-damper systems, and fuses facial shape and appearance information to estimate continuous-valued intensities of 22 AUs. This chapter also presented the proposed practical approach to integrate probability scores from classifiers into a Gaussian state estimation framework. Several enhancements to deal with the person-specific and facial muscle-specific variations, and solutions for practical challenges such as anomalous and missing observations were also discussed. Additional features were presented to handle subtle AUs, to deal with the non-orthogonalities of facial shape deformations caused by AUs, and to enforce valid range constraints on AU intensity estimates. These components and features are summarised in Table 3.1. This chapter also provided a summary of the performance evaluation of the proposed AU intensity estimation approach on three facial expression datasets. The next chapter will discuss three open challenges in the field of automatic mental state analysis, and present some intial work done to address these challenges.

Table 3.1: Overview of the components and features of the proposed AU intensity estimation framework. These are grouped on the basis of the state estimation step where they are introduced. In addition, the features of the initial state are also listed.

<table>
<thead>
<tr>
<th>Step</th>
<th>Components and Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prediction</td>
<td>Driven mass-spring-damper models for AUs</td>
</tr>
<tr>
<td></td>
<td>AU correlations in process noise covariances</td>
</tr>
<tr>
<td></td>
<td>Adaptation of facial shape and dynamics</td>
</tr>
<tr>
<td>Correction</td>
<td>Two different facial landmark noise configurations</td>
</tr>
<tr>
<td></td>
<td>Fusion of facial shape and appearance measurements</td>
</tr>
<tr>
<td></td>
<td>Constraints on range of AU intensities</td>
</tr>
<tr>
<td></td>
<td>AU correlations in constraint noise covariances</td>
</tr>
<tr>
<td></td>
<td>Handling of anomalous or missing measurements</td>
</tr>
<tr>
<td></td>
<td>Adaptation of facial shape and dynamics</td>
</tr>
<tr>
<td></td>
<td>Application of calibrated facial appearance</td>
</tr>
<tr>
<td>Initial state</td>
<td>Neutral facial expression</td>
</tr>
<tr>
<td></td>
<td>Muscle-specific mass-spring-damper parameters</td>
</tr>
<tr>
<td></td>
<td>AU correlations in initial state noise covariances</td>
</tr>
</tbody>
</table>
ADDRESSING OPEN CHALLENGES IN AUTOMATIC MENTAL STATE ANALYSIS

The multimodality and interpersonal variations associated with the expression of mental states call for building multimodal datasets and performing detailed analyses of the influence of various internal and external factors, such as personality, age, gender, diagnostic status, context and cultural background, on the activation and expression of mental states. Moreover, medical applications such as pain or depression detection [186] demand transparency in the decision models. That is, the learned models should be interpretable to humans, and it should be possible to generate comprehensible explanations of the predictions made by the models [59, 194].

In this chapter, some preliminary work done towards addressing three open challenges in the field of automatic mental state analysis is summarised. This includes the development of a set of requirements for reference datasets for mental state analysis, the analysis and modelling of interpersonal differences in the expression of mental states, and the generation of explanations for mental state detections.

4.1 REQUIREMENTS FOR MULTIMODAL REFERENCE DATASETS

Mental states such as stress and pain have been analysed via multiple modalities: physical (facial, vocal and muscular) and physiological (skin conductance, heart and breathing signals) [166, 170, 198]. Several datasets are available for mental state analysis that contain multimodal data (e.g. BioVid Heat Pain Database [190], WESAD [165]\(^1\), a multimodal distracted driving dataset [177]). However, the stimuli used to induce a mental state, the recorded modalities, the devices used to acquire multimodal data, and the self or observer-reporting methods used for annotating data vary between datasets [68, 166, 170, 198], making models developed on one dataset not comparable with those developed on another dataset. The use cases and settings that are considered for data collection also vary between datasets. Stress datasets have been collected for application contexts such as driving, computer-based work, or public speaking [123]. Pain datasets have been collected mostly under experimental conditions and occasionally under clinical settings [68]. Since there can be use case-specific opportunities and challenges in the acquisition of data, and use case-specific differences in the features and methods used for mental state detection, separate

---

\(^1\) WESAD is a publicly available database containing stress and affect data recorded using wearable sensors.
datasets for each use case is necessary. However, there is a need for
defining a uniform framework for data collection and annotation, so
as to improve the comparability of models. Earmarking a dataset or
a group of datasets as a reference dataset, would enable more effective
benchmarking.

A set of requirements that should be fulfilled by a multimodal
reference dataset of human stress data is presented in [123] (Publication B.3.1). These requirements can be generalised to mental state
analysis as follows:

- **A representative sample size:** The number of subjects to be
  included in the reference dataset should be determined based on
  the statistics of the actual population cohort that is targeted. The
  distribution of the subcohorts within the chosen sample should
  be determined in a similar way.

- **An effective stimulus:** The stimuli chosen for inducing the tar-
  get mental states in the subjects should be effective in eliciting
  the desired response. The characteristics of an effective stress
  stimulus have been described in [122]. The type and strength
  of stimuli should also be adapted to the individual sensitivity
  thresholds. For example, in the BioVid Heat Pain Database [190],
  the temperature levels for heat stimuli for pain induction were
  adapted to each individual’s pain tolerance level.

- **Multiple modalities:** The reference dataset should include multi-
  ple modalities in order to cover possible interpersonal variations
  in the expression of the mental state. Moreover, the use of re-
  dundant and complementary information provided by multiple
  modalities could help in reducing false positives and false nega-
  tives during the detection of the mental state (cf. [57, 182, 196]).
  The reference dataset should include the modalities that have
  been shown to be reliable indicators of the mental state. For ex-
  ample, electrodermal activity and electrocardiogram should be
  included in stress datasets due to their correlation with cortisol
  levels [116, 187], and facial expressions should be included in
  pain datasets due to their validity [99, 171] and similarity across
  experimental and clinical pain conditions [98] as well as across
  different diagnostic status [11, 99, 101].

- **Information about personal and contextual factors:** Compre-
  hensive information should be gathered about the main internal
  factors (e.g. age, gender, diagnostic status) and external factors
  (e.g. medicine intake, exercise, food intake, sleep pattern) that
  could influence the response to the administered stimuli. This is

---

2 These are results from the research and development work of Bhargavi Mahesh that
was co-supervised by me, together with Prof. Dr. Erwin Prassler, Bonn-Rhein-Sieg
University of Applied Sciences. My contributions are listed in Appendix B.3.1.
necessary to filter or model any known impact of these factors on the recorded multimodal response data.

- **Sensor specification (noise, calibration information):** In order to build more generalisable and robust models that are device-independent, it is essential to include information about the noise in the recorded signals as well as information about the calibration parameters of the sensors. These details should therefore be available in reference datasets.

### 4.2 Analysis of Interpersonal Differences

Interpersonal differences have been observed in the physical and physiological responses to various stimuli intended to cause mental state changes (cf. [54, 97, 176]). Taking these interpersonal differences into consideration is crucial for building generalisable automatic mental state analysis models. Some works attempted to implicitly learn different models for different cohorts by including personalised features as input to the learning algorithms. For example, Liu et al. [114] included personal information such as age, gender and complexion as input variables to learn models for estimating self-reported pain intensity levels, whereas Lopez-Martinez et al. [118] computed a personalised feature known as the individual facial expressiveness score, which was used as an input feature for the same task. Pain detection models have also been built to model each subject’s response separately [117, 199].

In this doctoral work, interpersonal differences have been taken into consideration while designing the AU intensity estimation method and the AU-based pain detection rules. As mentioned in Section 3.3.5, several methods have been explored to account for the facial shape, facial appearance, and muscle-specific properties of a person during the AU intensity estimation process. The AU-based rules constructed for estimating pain intensities include the four clusters of facial expressions of pain (excluding the stoic response) identified by Kunz and Lautenbacher [97]. These rules are presented and validated in Preprint C.2.1. Figure 14 in Preprint C.2.1 illustrates the application of these rules to an image from the UNBC-McMaster Shoulder Pain Expression Archive Database [121]. Such composite rules based on individual clusters can help in detecting different types of facial expressions of pain, which would improve the generalisability of the pain detection system.

Besides the facial expression based mental state analysis, a preliminary investigation of the interpersonal differences in the pupil diameter changes caused by an arousal stimulus was conducted under my supervision. In this study [54] (Publication B.3.2)\(^3\), pupil diameters

\(^3\) This study was conducted by Pelin Genc, under my supervision.
of subjects were recorded as they watched a video which contained a brief arousal stimulus. A qualitative analysis of the recorded data identified three types of pupillary response (i.e. changes in pupil diameter): increasing, decreasing and constant. Differences were also observed in the changes in the pupil diameters between different types of personalities. More details are provided in Publication B.3.2.

4.3 INTERPRETABLE MODELS AND DECISION EXPLANATIONS

In several real-world applications of automatic mental state analysis, especially in the medical field, it is crucial for humans to understand how an automated system makes its decisions. However, some of the most successful data-driven methods are based on SVMs and neural networks, which produce black-box models that are not comprehensible to humans [1, 59]. Therefore, these models—despite their advantages—cannot be deployed in critical applications. In order to improve the interpretability of black-box models and to make their decisions transparent to humans, several methods are being developed [59].

Following the success of deep CNNs in image recognition tasks [39, 94], more and more state-of-the-art approaches are applying CNNs for facial image analysis (e.g. [141]), including automatic recognition of pain from facial expressions (e.g. [179]). However, automatic pain detection approaches have seldom tried to distinguish pain from other emotions such as disgust and happiness [68]. Therefore, we trained a CNN model to discriminate between pain, happiness and disgust, and to apply explainable AI methods to make the predictions made by this CNN model transparent.4 In [194] (Publication B.3.3), the use of two explainable AI methods, namely Local Interpretable Model-Agnostic Explanations (LIME) [149] and Layer-wise Relevance Propagation (LRP) [8], to explain the pain, happiness and disgust predictions made by the above-mentioned CNN model is illustrated with the help of image samples taken from the BioVid Heat Pain Database [190].5 LIME and LRP can be used to make CNN models transparent, and subsequently help in identifying discrepancies in the models. In Publication B.3.3, qualitative explanations were generated for both correct and incorrect predictions using LIME and LRP. Facial regions around eyes, eyebrows, nose and lips were found to have contributed to the correct predictions of pain, disgust and happiness (see Figures 3, 5 and 6 in Publication B.3.3). For some input images, non-facial regions were found to improve prediction (see Figures 4 and 6 in Publication B.3.3), pointing to errors in the learned CNN model.

This research was conducted by Katharina Weitz, as part of her master’s thesis that was supervised jointly by me and Prof. Dr. Ute Schmid, University of Bamberg.

4 Explainable AI methods other than LIME and LRP were also applied in Katharina Weitz’s master’s thesis to explain the predictions of the CNN model for recognising pain, happiness and disgust.
The two-step approach for AU-based pain detection (or, in general, mental state detection) presented in Figure 2.1 and described in Sections 3.2 and 3.3 has both interpretable and black-box components. These are described below:

- The 22 AU intensity estimates are interpretable, since they represent the amount of deformation along the facial shape deformation vectors defined in the deformable face model given in Equation 2.1.

- The components of the Gaussian state estimation framework such as the state transition functions and observation models are interpretable by virtue of design. The mass-spring-damper model of facial motion dynamics as well as the observation models for facial shape, facial appearance and AU intensity constraints can be presented graphically (see Figures 2.2 and 3.3 in this dissertation, and Figures 1.2 and 1.3 in Publication B.2.2). Such graphical representations aid in interpreting these models and their influence on AU intensity estimates.

- The uncertainties associated with the state estimates and observations can also be represented graphically (see Figures 3.5 and 3.6 in this dissertation, as well as Figures 6 and 7 in the Preprint C.2.1), which in turn facilitate the interpretation of their influence on AU intensity estimates.

- With regard to observations, the facial landmark detections can be visualised by superimposing them onto the input image. This helps in identifying any errors through visual inspection. As described in Section 3.2, the proposed AU intensity estimation approach uses predictions from SVM classifiers as additional observations. SVMs are, however, black-box models. To explain the decisions/predictions made by SVMs, the model-agnostic method LIME [149] or other explainable AI methods applicable to SVMs can be used (see [59]).

- In general, rule-based models that infer different mental states on the basis of AU intensities are interpretable. This is illustrated in Preprint C.2.1, where verbal explanations are generated for pain in terms of the detected AUs and their intensities, for a sample image from the UNBC-McMaster Shoulder Pain Expression Archive Database [121].

4.4 CHAPTER SUMMARY

This chapter identified three open challenges in the field of automatic mental state analysis, and summarised the initial work conducted towards addressing these challenges. First, a set of requirements that
should be fulfilled by multimodal reference datasets for automatic mental state analysis was identified. Second, the interpersonal differences in facial or physiological responses to pain or arousal stimuli were modelled or analysed. Third, the interpretable components of the proposed two-step approach for pain detection were examined, and sample explanations for pain detections were generated using AU-based rules. In addition, the use of explainable AI methods to explain the pain, happiness and disgust predictions from a CNN model was explored. More interdisciplinary research is required to address these challenges, in particular, (i) to gather and annotate multimodal reference datasets for mental state analysis, (ii) to systematically investigate the interpersonal differences in the expression of mental states across different modalities, and (iii) to generate and validate human-comprehensible explanations for automatic mental state predictions.
5.1 AUTOMATIC FACIAL ACTION ESTIMATION

In this dissertation, a novel and hybrid approach for AU intensity estimation has been proposed and validated. This approach is based on a Gaussian state estimation framework, and it combines a deformable, AU-based facial shape model, a viscoelastic model of facial muscle motion, a set of appearance-based AU classifiers, and a facial landmark detection method. In order to integrate the probability scores from appearance-based AU classifiers in the Gaussian state estimation framework, a practical approach based on the variance of Bernoulli distribution and the marginalisation technique has been proposed and empirically evaluated. This integration of AU classifiers and AU-based deformable face model was found to improve AU recognition performance. The proposed AU intensity estimation approach provides both continuous-valued AU intensity estimates as well as the uncertainty associated with those estimates. This makes the proposed approach suitable for real-world applications that require a fine-grained analysis of facial expressions, accompanied by an uncertainty quantification, for probabilistic decision-making based on detected facial expressions.

Several enhancements have been proposed and integrated in the state estimation framework to deal with the person-specific properties, as well as technical and practical challenges. These enhancements contribute towards improving the quality of the estimated AU intensities. The Gaussian noise models and the anomaly detection feature enhance the robustness of the approach. Furthermore, several components of the proposed AU intensity estimation approach can be represented graphically, contributing to the enhancement of interpretability of the approach.

Qualitative and quantitative evaluations were performed on three facial expression datasets, in order to compare the performance of the proposed AU intensity estimation approach with that of a state-of-the-art, data-driven machine learning method for AU recognition [30]. It was found that the proposed approach produces temporally smoother estimates and performs quite well, even though it simultaneously estimates intensities for 22 AUs, many of which resemble each other closely. However, it was also found that the intensity estimates tend towards the lower range of values and are often characterised by delayed onsets. To overcome these limitations and to improve the generalisation performance, the outputs from the above-mentioned
state-of-the-art method could be integrated into the state estimation framework of the proposed approach.

Several other measures could be taken to further improve the performance of the proposed AU intensity estimation approach. The SVM classifiers could be replaced or augmented by better AU classifiers, probably based on deep CNNs, and trained on data containing more variance. The parameters of the facial muscle motion model could be tuned empirically with the help of sufficient amount of reliably annotated AU intensity data and additional evidence from the fields of biomechanics and histology. A deformable facial shape model of higher resolution, i.e. a model containing more than 68 facial landmarks, with denser coverage of cheeks, forehead and chin, combined with a face alignment method that can detect more facial landmarks could further improve AU intensity estimation performance. However, edge information is hard to obtain on cheeks, forehead and chin, making the annotation and detection of facial landmarks in these regions difficult. Therefore, new approaches for face alignment should be developed in the future, in order to overcome this challenge.

In addition, future work could explore whether human feedback can be integrated into the state estimation framework in the form of control commands in the process model. Such human feedback could help in correcting the current and future predictions on-the-fly. This could be a useful feature to speed up and improve the reliability of AU annotation of facial expression videos, and can be applied in psychological and behavioural research for facial expression annotation through human-computer collaboration.

A key characteristic of the proposed AU intensity estimation method is the assumption of unimodal Gaussian noise in the transition model and observations. However, Gaussian mixture models could be used for more realistic modelling of noise, and could be investigated in the future. It would also be interesting to explore the potential of Bayesian deep learning models [191] for probabilistic inference of AU intensities. A comparison of the performance of such models with the performance of the AU intensity estimation proposed in this dissertation might provide useful insights to extend the state-of-the-art.

In order to deal with practical challenges such as head rotations, illumination variations and occlusions, a combination of hardware and software solutions could be explored. Such solutions could use different active or passive strategies. Active strategies could involve repositioning of cameras or activation of artificial illumination. Passive strategies could involve the usage of alternate image analysis methods tailored for functioning under such challenging conditions. To deal with low resolution images, non-frontal faces, facial occlusions, or illumination variations, the use of face hallucination methods [147, 204] could be explored. Methods developed for face recognition from
low-quality images (e.g. Herrmann et al. [71]) might also be useful in processing low-resolution facial expression images and videos. Real-time performance is often important for real-world applications. The use of speed-optimised mathematical libraries and multithreading could bring gains in computational speed, and could be investigated in a future work.

5.2 AUTOMATIC MENTAL STATE ANALYSIS

In this dissertation, the AU intensity estimates produced by the proposed method have been applied for automatic detection of pain and for analysing facial activity during driver distractions. For automatic pain detection, a set of AU-based rules were defined based on evidence from experimental psychology [97, 146]. These rules were applied to the AU intensity estimates and the estimated pain intensities were evaluated empirically. In addition, the generation of verbal explanations for pain detections has been illustrated with the help of these AU-based rules. Future work could expand these explanations by integrating information about the uncertainty associated with the AU intensity estimates provided by the Gaussian state estimation method.

In addition, these verbal explanations could be compared and contrasted with the explanations generated on the basis of image-based CNN models (e.g. [194]), and subsequently, a multi-level explanation strategy could be developed. The creation and evaluation of such explanation strategies would require interdisciplinary collaboration, especially between researchers from the fields of computer vision and psychology.

The preliminary analysis of facial activity during simulated driving sessions involving different types of distractions, showed differences in facial expressions between different sources of distraction. This inspired an effort to automatically detect driver distraction using the AU intensity estimates (see Preprint C.1.1. Update 02.08.2020: See publication [56]).

The results of automatic pain detection and driver distraction analyses show that the AU intensities estimated by the proposed approach are suitable for automatic mental state analysis. However, further research is necessary to develop AU-based pain rules that include the temporal characteristics of pain as well as contextual information such as intake of medication. Further research is also necessary to identify the actual facial activity patterns associated with the different types of distraction. Future work could explore the use of AU intensity estimates and associated uncertainties for automatic mental state analysis in other application domains such as human-robot interaction.

To take the field of automatic mental state analysis forward, good quality data with reliable annotations are required. Interdisciplinary effort is needed to build reference datasets for benchmarking algorithms.
A few requirements for such reference datasets have been proposed as part of this doctoral thesis. Given the difficulty in manually annotating large volumes of data, the use of semi-supervised and unsupervised methods for automatic mental state analysis should be investigated more extensively in the future. Interpersonal differences influence automatic mental state analysis. More interdisciplinary research is required in order to model interpersonal differences effectively, and to build systems that can dynamically adapt generic models to the expression characteristics of the individual. In cases where the identities of the persons are known, customised models can be built and later activated with the help of face recognition.

This thesis demonstrated that by combining data-driven machine learning approaches with deformable face model and state estimation methods, the predictive performance for AU detection can be improved, while facilitating robustness and interpretability in automatic mental state analysis based on facial expressions. Future research should focus on integrating different AI methods, in order to build strong and ultra-strong AU systems for automatic mental state analysis.
Part II

APPENDIX
**ADDITIONAL RESULTS**

### A.1 MENTAL STATE ANALYSIS: DISTRACTION DETECTION

Figures A.1, A.2, A.3, and A.4 show additional results of the analysis of facial activity during different driving conditions. The results are obtained by analysing facial videos from the distracted driving dataset collected by Taamneh et al. [177]. Facial activity is represented by pairs of AU intensities and AU velocities. The AU intensities are obtained using the AU intensity estimation method developed in this doctoral work (see Sections 3.2 and 3.3). In the above-mentioned figures, practice drives, normal drives, relaxed drives, drives with unexpected system failure, drives under sensorimotor distraction, and the baseline (non-driving) conditions are included. The figures show that the distribution of facial activity is different under different driving and distraction conditions.

![Figure A.1: 2D histogram showing the distribution of sequence-level facial activity while driving under the influence of sensorimotor stressors (dataset: [177]). Facial activity is represented by pairs of AU intensities and AU velocities. AU intensities (on the horizontal axis) are unitless. AU velocities (on the vertical axis) have the units: seconds$^{-1}$.](image-url)
Figure A.2: 2D histograms showing the distribution of sequence-level facial activity during practice and normal drives (dataset: [177]). Facial activity is represented by pairs of AU intensities and AU velocities. AU intensities (on the horizontal axis) are unitless. AU velocities (on the vertical axis) have the units: seconds$^{-1}$. 
A.1 mental state analysis: distraction detection

Figure A.3: 2D histograms showing the distribution of sequence-level facial activity during relaxed drive and drive with unexpected system failure (dataset: [177]). Facial activity is represented by pairs of AU intensities and AU velocities. AU intensities (on the horizontal axis) are unitless. AU velocities (on the vertical axis) have the units: seconds$^{-1}$. 

(a) Facial activity during relaxed drive

(b) Facial activity during system failure drive
Figure A.4: 2D histogram showing the distribution of sequence-level facial activity while not driving (dataset: [177]). Facial activity is represented by pairs of AU intensities and AU velocities. AU intensities (on the horizontal axis) are unitless. AU velocities (on the vertical axis) have the units: seconds$^{-1}$. 
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Abstract

Psychologists use the Facial Action Coding System (FACS) to analyse facial expressions recorded as part of behavioural and psychological experiments. FACS defines basic facial muscle movements, known as Action Units (AUs). Trained coders annotate the video recordings of facial expressions in terms of these AUs. These annotated AUs are then used for statistical analyses of the facial behaviour or facial responses. However, manual coding of facial videos in terms of AUs is time-consuming, costly, and prone to errors due to subjective biases. Automatic AU detection systems can support and accelerate behavioural and psychological research by automating this process of facial expression coding. This paper compares the qualitative and quantitative performance of two automatic AU detection systems. One of them uses static features and data-driven machine learning methods, while the other uses a probabilistic framework to fuse dynamic as well as static information about AUs. The performance is evaluated on three different datasets that contain AU annotations: the Actor Study Database, the UNBC-McMaster Shoulder Pain Expression Archive Database, and a proprietary market research database. AU recognition as well as AU intensity estimation performance of the two systems are compared. The strengths and weaknesses of the two AU detection systems are then identified and the directions for future research are drawn.

Keywords: facial expression analysis, facial action units, machine learning, probabilistic models, evaluation

1 Introduction

Facial expressions are an important channel used by humans to communicate non-verbal cues [22, 35, 40], including emotions [12] or other
psychophysiological states such as pain [32]. Hence, analysis of facial expressions is crucial not only for understanding human behaviour, but also for building affective and empathic human-computer interfaces. Psychologists study facial expressions by either analysing the ‘message’ conveyed by the expressions (e.g. emotions, attitude) or by decomposing the expressions into a set of objective ‘signs’ (e.g. facial muscle movements) [6]. The former approach is referred to as message judgment and the latter is referred to as sign judgment [6]. Sign judgment allows a finer analysis of facial expressions, which is necessary to investigate person-specific and context-specific variations in facial expressions (cf. [31]). Although the sign judgment approach allows a deeper analysis of facial responses, it involves the tedious process of annotating facial muscle movements according to the Facial Action Coding System (FACS) [16, 17]. FACS defines the fundamental, visually distinguishable facial muscle movements known as Action Units (AUs), and also specifies five coding levels (A–E) for the intensities of AUs. Trained FACS coders code facial expression videos in terms of AUs and their intensities. FACS based analysis of facial expressions has been performed extensively in pain research [32]. Furthermore, some of the appraisal theories of emotions [45] suggest the use of AUs as signs/cues to infer a person’s emotional appraisal of an event [46]. The use of an automatic AU detection system could support human coders and has the potential to make the process of annotating facial expressions less tedious. Systems that allow a human coder to correct wrong AU predictions or AU intensity estimates would prove to be a useful human-computer collaborative tool for promoting behavioural and psychological research.

Several different approaches have been developed for automatic AU detection over the past two decades [34, 44]. Several systems (e.g. FaceReader,[1] Affectiva’s AFFDEX[2]) are also available in the commercial market. However, a comprehensive evaluation of the quality of outputs produced by these approaches and a comparison of their predictive performance are often not performed. Therefore, in this study, we compare two recently developed out-of-the-box systems for automatic AU analysis. One of them, developed by Dapogny et al. [11] at ISIR, Sorbonne University, Paris, recognises the presence of 12 AUs in facial images. The other, developed by Hassan et al. [24] at Fraunhofer IIS, Erlangen, estimates continuous-valued intensities of 22 AUs. For ease of reference, the former system is referred to as ISIR-AU and the latter is referred to as AUREader. The two systems differ not only in the AU analysis tasks, but also in the features and methods used. In this study, we perform qualitative and quantitative analyses of the outputs of the two systems in order to identify
their strengths and weaknesses with respect to their potential for application in behavioural and psychological research.

In Section 2, an overview of the different approaches for automatic AU detection is presented. Following this, in Section 3, the approaches used in ISIR-AU and AUReader are described. The three datasets used for evaluation are described in Section 4, and the performance metrics used for quantitative evaluation are described in Section 5. The qualitative as well as quantitative results obtained on the three datasets are presented in Section 6. The general insights gained from the evaluation are discussed in Section 7. Section 8 concludes the paper.

2 RELATED WORK

As mentioned in the survey [34], computer vision research has focused on several different tasks within the realm of automatic AU detection. These mainly include the automatic recognition of whether an AU is present in a facial image or video, the automatic prediction of the discrete or continuous-valued intensities of AUs, and the automatic recognition of the temporal phases of AUs (onset, apex, offset) [34]. Most of the approaches developed for automatic AU detection are based on data-driven machine learning methods. Initially, such approaches used hand-designed features that described the facial shape and appearance or their changes over time. Facial shape was usually described in terms of positions of facial feature points, or distances and angles between them (e.g. [28, 51]). Facial appearance was described by image texture descriptors such as Gabor filters [13, 19, 20], Local Binary Patterns (LBP) [38, 39] and Histogram of Oriented Gradients (HOG) [10]. Such facial shape and appearance features extracted from images are usually referred to as spatial features, and the features that describe the changes in spatial features over time are usually referred to as spatiotemporal features [44]. These features were fed as input to machine learning methods such as Support Vector Machines (SVMs), its variants, and boosting algorithms, for making predictions related to the corresponding AU detection tasks [34]. Examples of approaches that used spatial features include [4, 5, 28, 47], and those that included spatiotemporal features include [3, 27]. More recently, deep architectures of Convolutional Neural Networks (CNNs) are increasingly being used to predict AUs (e.g. [21, 26]). These methods perform end-to-end learning by taking an image or image sequence as input, i.e. they extract facial image features on their own and do not require hand-designed features as input.

Another category of approaches for facial AU detection used parameterised, deformable facial shape or appearance models. Model-fitting methods such as Active Appearance Models (AAM) [7, 8] and Constrained Local Models (CLM) [9] were used to fit such deformable
models to the faces in images and image sequences [5]. Such model-fitting methods have been normally used for tracking the positions of facial landmarks (e.g. [5, 41]). However, by combining dynamic, probabilistic state estimation methods and AU-based deformable facial shape models such as CANDIDE-3 [2], approaches have been developed for AU intensity estimation [14, 15, 25]. In these approaches, state estimation methods such as Kalman filter, particle filter, or their variants are used to model the dynamics of the face model parameters, and to combine the dynamic model predictions with the observed image properties. Such probabilistic state estimation approaches inherently provide a quantification of uncertainty in the AU intensity estimates, which make them suitable for practical applications such as human-robot interaction.

While data-driven machine learning methods can learn robust features to deal with large variance in the data, the deformable face model based approaches support interpretability of the mathematical models involved. By combining the high predictive performance of the data-driven machine learning methods with the better interpretability of the state estimation and deformable face model based approaches, it would be feasible to build strong learning systems, as defined by Michie [36]. AUReader [23, 24] is an effort in this direction, whereas ISIR-AU [11] is a data-driven approach based primarily on random forest classifiers. The next section describes these systems in detail.

3 EVALUATED SYSTEMS

This section describes the methods used by the two AU detection systems evaluated in this paper, namely AUReader [23, 24] and ISIR-AU [11].

3.1 AUReader

The AUReader [24] uses a probabilistic framework for estimating continuous-valued intensities of 22 AUs (see Table 1). It is based on a Gaussian state estimation method that models the dynamics of facial muscle movements and integrates the predictions of these models with the observed facial shape and appearance. Facial shape is represented by the positions of 68 facial landmarks and is detected using a face alignment module [29] that uses a Random Forest (RF). Facial appearance is represented indirectly by a set of SVM classifiers trained on texture descriptors such as LBP and HOG. The Gaussian state estimation method fuses these shape and appearance information using the method described in [24]. A mass-spring damper system is used to model the dynamics of the viscoelastic motion of facial muscles. AUReader produces an AU intensity estimate for each image frame in a video. Apart from this, the probabilistic framework used by
AUReader also provides a measure of the Gaussian noise associated with the AU intensity estimates. This Gaussian noise is estimated on the basis of the noise in the modelling of facial muscle dynamics and the noise in the detections of facial shape and appearance.

The AUReader uses a deformable, parameterised model of facial shape that includes facial shape deformation vectors representing shape changes caused by facial muscle movements or AUs [23]. These AU deformation vectors were sampled from high-poly wireframe models designed by psychologists [30, 43]. The strength of facial shape deformation along each vector represents the AU intensity, which is estimated by AUReader. The AU deformation vectors were designed to correspond to the maximum possible shape deformation that could be caused when an AU is displayed. Therefore, the AU intensity estimates belong to a valid range of [0, 1]. The modelling of these range constraints is described in [23]. There are also a set of deformation vectors that represent the facial shape variations between individuals. Along with AU intensities, AUReader also estimates the person-dependent shape of the face. Several of the AU deformation vectors, especially those corresponding to AUs caused by neighboring muscles, show geometric similarities. Correlation coefficients computed between pairs of AU deformation vectors are used to adapt the Gaussian noise covariances used in the state estimation framework.

Using the features and parameters associated with AUReader, different configurations can be created. For the purpose of performance evaluation, a somewhat basic configuration of AUReader was used, where some of the features were disabled. Precisely speaking, anomaly detection and muscle-specific models were deactivated, since all the parameters associated with these models had not yet been empirically tuned. Consequently, all the mass-spring-damper models in AUReader used the same natural frequency ($\omega_0$) of 3 Hz and damping ratio ($\zeta$) of 1.2. In lieu of the anomaly detection feature that is based on the computation of normalised innovation squared [37] values, a simpler approach for detecting divergent AU intensity estimates was activated. This approach checked whether the estimated AU intensities diverged outside the interval ($-1, 2$), and if so, marked the output for that image frame as invalid. In addition to these simple divergence checks, another quality assurance feature was also integrated in the AUReader. This feature marks AU intensity estimates as invalid, if no facial landmarks could be detected for three consecutive frames. Like anomaly detection and muscle-specific models, texture calibration was also disabled, since it was difficult to guarantee that all image sequences used in this evaluation began with a neutral face. However, facial shape calibration was performed online, simultaneously with AU intensity estimation. Furthermore, after preliminary trials, the correlation coefficients between certain pairs of AUs were disabled (set to zero) in order to improve the AU recognition performance. These AU pairs...
were (AU01, AU02), (AU01, AU04), (AU02, AU04), (AU01, AU09) and (AU02, AU09). The SVM classifiers that detect these AUs compensate indirectly for this loss of information by providing appearance-based evidence to resolve ambiguities during the process of AU intensity estimation.

Table 1: List of the 22 AUs, whose intensities are estimated by AUReader. These AUs are defined in FACS [16, 17]. ISIR-AU detects the presence of 12 of these 22 AUs.

<table>
<thead>
<tr>
<th>AU Code</th>
<th>AU Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>Inner Brow Raiser</td>
</tr>
<tr>
<td>02</td>
<td>Outer Brow Raiser</td>
</tr>
<tr>
<td>04</td>
<td>Brow Lowerer</td>
</tr>
<tr>
<td>05</td>
<td>Upper Lid Raiser</td>
</tr>
<tr>
<td>06</td>
<td>Cheek Raiser</td>
</tr>
<tr>
<td>07</td>
<td>Lid Tightener</td>
</tr>
<tr>
<td>09</td>
<td>Nose Wrinkler</td>
</tr>
<tr>
<td>10</td>
<td>Upper Lip Raiser</td>
</tr>
<tr>
<td>11</td>
<td>Nasolabial Deepener</td>
</tr>
<tr>
<td>12</td>
<td>Lip Corner Puller</td>
</tr>
<tr>
<td>13</td>
<td>Sharp Lip Puller</td>
</tr>
<tr>
<td>14</td>
<td>Dimpler</td>
</tr>
<tr>
<td>15</td>
<td>Lip Corner Depressor</td>
</tr>
<tr>
<td>16</td>
<td>Lower Lip Depressor</td>
</tr>
<tr>
<td>17</td>
<td>Chin Raiser</td>
</tr>
<tr>
<td>20</td>
<td>Lip Stretcher</td>
</tr>
<tr>
<td>23</td>
<td>Lip Tightener</td>
</tr>
<tr>
<td>24</td>
<td>Lip Pressor</td>
</tr>
<tr>
<td>25</td>
<td>Lips Part</td>
</tr>
<tr>
<td>26</td>
<td>Jaw Drop</td>
</tr>
<tr>
<td>27</td>
<td>Mouth Stretch</td>
</tr>
<tr>
<td>43</td>
<td>Eyes Closed</td>
</tr>
</tbody>
</table>

3.2 ISIR-AU

Unlike AUReader, ISIR-AU [11] uses data-driven machine learning methods for detecting the presence of AUs in an image. It uses a Random Forest (RF), in which each tree is trained on selected features from a randomly chosen local region of the face. The feature candi-
dates are appearance features based on HOG and geometric features such as distances and angles between facial landmarks. Features are thresholded at every non-leaf node of the trees to split training instances or to choose a search path. The leaf nodes of the trees predict a facial expression category. The output of each tree is a probability vector, with one entry for each facial expression category. The probability vectors from all trees are concatenated to obtain a second set of candidate features from which a set of second-layer RFs are learned, one RF for each AU. An autoencoder is used to predict confidence levels for each local region. These confidence measures are intended to provide robustness against partial occlusions. A weighted average of these local confidence measures is computed, with the weights determined by the proportion of root-level decisions contributed by each local region towards AU classification.

It is to be noted that ISIR-AU system was trained on spatial features and performs AU classification. Each AU-specific RF provides a probability for the presence of that AU in the input image, along with a measure of confidence in the prediction. The ISIR-AU system used in this paper provided predictions for 12 AUs, namely AU01, AU02, AU04, AU05, AU06, AU09, AU12, AU15, AU20, AU25, and AU26. In contrast to ISIR-AU, AUReader uses spatial and temporal information, and estimates intensities of 22 AUs (see Table 1 for the list of 22 AUs). This set of 22 AUs include several AUs that closely resemble each other, such as AU06 and AU07, AU12 and AU13, and AU23 and AU24. It is also to be noted that while ISIR-AU has a separate classification model for each AU, the AUReader estimates intensities for all 22 AUs simultaneously. The features of AUReader and ISIR-AU are summarised in Table 2.

4 Datasets

The Actor Study Database [48] has facial expression sequences from 21 actors recorded from five different views. The actors performed four different facial expression tasks. From these, 777 center (frontal) view recordings at 24 frames per second were used in this paper. These sequences are from Tasks 1 and 2, and contain acted/posed expressions of AUs and AU combinations. The recordings from Task 2 contain acted AU combinations associated with five basic emotions—sadness, happiness, anger, disgust and fear. The sequences from the first 11 actors were used for training the SVM classifiers and for tuning the parameters of other components of the AUReader. Therefore, only the remaining 370 sequences from Actors 12 to 21 were used for quantitative evaluation. Each sequence has frame-level annotations of FACS AUs. Annotations are available for all 22 AUs listed in Table 1.

3 Here, a facial expression category refers to the neutral expression or the facial expression of happiness, sadness, anger, disgust, surprise or fear.
Table 2: Characteristics of the two AU detection systems–AUReader and ISIR-AU–that are evaluated in this paper.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>AUReader</th>
<th>ISIR-AU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task</td>
<td>AU intensity estimation</td>
<td>AU recognition</td>
</tr>
<tr>
<td>Feature type</td>
<td>Spatial (shape, appearance), temporal</td>
<td>Spatial (shape, appearance)</td>
</tr>
<tr>
<td>Methods used</td>
<td>Continuous-discrete extended Kalman filter, SVM, RF</td>
<td>RF, autoencoder</td>
</tr>
<tr>
<td>Output</td>
<td>Continuous-valued AU intensities</td>
<td>Probabilities of presence of AUs</td>
</tr>
<tr>
<td>Confidence measure</td>
<td>Gaussian error variances and covariances between AU intensities</td>
<td>Scores based on probabilities of occlusions in input image</td>
</tr>
<tr>
<td>Paradigm</td>
<td>Estimates AU intensities jointly</td>
<td>Uses independent AU-specific models</td>
</tr>
<tr>
<td>No. of AUs</td>
<td>Twenty two</td>
<td>Twelve</td>
</tr>
</tbody>
</table>

The UNBC-McMaster Shoulder Pain Expression Archive Database [33] has 200 facial expression sequences recorded from 25 shoulder pain patients, while they performed range of motion tests on left and right arms. The database provides frame-wise annotations of 12 AUs, their intensities on a 5-point scale as defined in FACS, positions of 66 facial landmarks, and the Prkachin-Solomon Pain Intensity (PSPI) score. Sequence-level annotations of observer-reported and self-reported pain intensities are also available. In this study, only the frame-wise AU annotations and PSPI scores are used.

A proprietary market research database (introduced in [24]) consisting of recordings of spontaneous facial responses of 155 subjects watching commercial advertisement videos, is also used for quantitative evaluation. This database was collected by the Nuremberg Institute for Market Decisions (formerly GfK Verein), and includes 408 facial expression sequences containing a rich variety of spontaneous facial expressions. Frame-wise AU annotations are available for each sequence, and the annotations include all the 22 AUs listed in Table 1. However, this database is not publicly available.

Table 3 lists the number of annotated frames available for each AU in each of the above-mentioned databases. The facial expressions selected from the Actor Study Database [48] are deliberately displayed expressions, and the faces are nearly frontal. In contrast, the facial expressions in the UNBC-McMaster Shoulder Pain Expression Archive Database [33] and the proprietary market research database [24] are spontaneous expressions, displayed in response to specific stimuli.
These spontaneous facial expressions are occasionally accompanied by out-of-plane head movements. Therefore, the latter two databases pose a greater challenge for automatic AU recognition and automatic AU intensity estimation.

5 PERFORMANCE METRICS

AUReader produces continuous-valued outputs. To evaluate its performance, two strategies were adopted. The first strategy used each AU intensity estimate as a decision threshold to detect the presence or absence of an AU. The second strategy compared the AU intensity estimates directly with the annotated discrete intensity levels, after these annotations were converted into numerical values within the range \([0, 1]\). The former strategy reframed the intensity estimation problem into a classification task, and the latter retained it as a regression task. The performance evaluation method was chosen according to the strategy adopted for evaluation. Receiver Operating Characteristic (ROC) curves suited the first strategy, and computation of absolute errors suited the second strategy. The following paragraphs describe briefly how these evaluation methods were applied to quantify the performance of the AU intensity estimation method.

ROC curves \([18]\) evaluate binary classification performance by measuring how well positive instances of a class can be discriminated from the negative instances. For this, firstly, the output scores from a binary classifier are compared to a decision threshold to predict whether an input is a positive or a negative instance of the target class. This process is repeated on all instances in the test set. Subsequently, the True Positive Rate (TPR) and False Positive Rate (FPR) are computed by comparing the predictions with the annotations. TPR, also known as sensitivity, indicates the proportion of positive instances predicted as positive, and FPR, also known as inverted specificity, indicates the proportion of negative instances predicted as positive. TPR and FPR together represent the discriminative power of a classifier. By varying the decision threshold, a set of (TPR, FPR) pairs can be obtained. ROC curves are two dimensional plots of these (TPR, FPR) pairs, with TPR plotted along y-axis and FPR along x-axis. A scalar value, Area Under ROC Curve (AUC), is used to succinctly represent the information contained in an ROC curve. Like TPR and FPR, AUC also belongs to the range \([0, 1]\). AUC above 0.5 is preferred, since it represents performance better than chance. The higher the AUC above 0.5, the better is the performance. If the AUC is below 0.5, then the decisions of the classifier are inverted. ROC curves can also be used to find optimal decision thresholds for classifiers. The point on the ROC curve that maximises F1-score is usually chosen as the operating point for the classifier. F1-score is the harmonic mean of precision and sensitivity, where precision denotes the proportion of true positives
Table 3: Overview of the three datasets used for evaluation: The number of subjects, the number of sequences, the total number of frames, and the number of annotated frames per AU that are available in each dataset are listed. In the case of Actor Study Database [48], only sequences belonging to Actors 12 to 21 have been considered. For brevity, the UNBC-McMaster Shoulder Pain Expression Archive Database [33] is referred to as UNBC Pain in the table. Similarly, the proprietary market research database [24] is abbreviated as Market Research.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>AU01</td>
<td>5609</td>
<td>48398</td>
<td>80600</td>
</tr>
<tr>
<td>AU02</td>
<td>4013</td>
<td>0</td>
<td>4874</td>
</tr>
<tr>
<td>AU04</td>
<td>5941</td>
<td>1074</td>
<td>11200</td>
</tr>
<tr>
<td>AU05</td>
<td>2601</td>
<td>0</td>
<td>1009</td>
</tr>
<tr>
<td>AU06</td>
<td>3414</td>
<td>5557</td>
<td>16090</td>
</tr>
<tr>
<td>AU07</td>
<td>7048</td>
<td>3366</td>
<td>18182</td>
</tr>
<tr>
<td>AU09</td>
<td>1862</td>
<td>423</td>
<td>872</td>
</tr>
<tr>
<td>AU10</td>
<td>1524</td>
<td>525</td>
<td>1478</td>
</tr>
<tr>
<td>AU11</td>
<td>612</td>
<td>0</td>
<td>1790</td>
</tr>
<tr>
<td>AU12</td>
<td>4248</td>
<td>6887</td>
<td>26729</td>
</tr>
<tr>
<td>AU13</td>
<td>831</td>
<td>0</td>
<td>1205</td>
</tr>
<tr>
<td>AU14</td>
<td>1186</td>
<td>0</td>
<td>4592</td>
</tr>
<tr>
<td>AU15</td>
<td>1204</td>
<td>6</td>
<td>2987</td>
</tr>
<tr>
<td>AU16</td>
<td>494</td>
<td>0</td>
<td>644</td>
</tr>
<tr>
<td>AU17</td>
<td>3604</td>
<td>0</td>
<td>3552</td>
</tr>
<tr>
<td>AU20</td>
<td>2227</td>
<td>706</td>
<td>1566</td>
</tr>
<tr>
<td>AU23</td>
<td>783</td>
<td>0</td>
<td>1055</td>
</tr>
<tr>
<td>AU24</td>
<td>1550</td>
<td>0</td>
<td>1953</td>
</tr>
<tr>
<td>AU25</td>
<td>6489</td>
<td>2407</td>
<td>8381</td>
</tr>
<tr>
<td>AU26</td>
<td>3951</td>
<td>2093</td>
<td>4251</td>
</tr>
<tr>
<td>AU27</td>
<td>695</td>
<td>18</td>
<td>68</td>
</tr>
<tr>
<td>AU43</td>
<td>2136</td>
<td>2434</td>
<td>2456</td>
</tr>
</tbody>
</table>
among all positive predictions. An ROC curve is generated for each AU by using the AU intensity estimates produced on the test set as decision thresholds. AUC for each ROC curve is then computed and used as the measure of AU recognition performance. To generate the ROC curves, to compute AUCs, and to determine the operating points, an existing software library that was developed by Fraunhofer IIS was used.

In contrast to ROC curve based evaluation, the computation of absolute errors is used to measure performance in regression tasks. Absolute error is the absolute value of the difference between an annotated value and an estimated value. In this study, absolute error is computed between annotated AU intensities and estimated AU intensities. FACS based annotation of AU intensities is done on a 5-point ascending scale A–E, with ‘A’ denoting “traces” of an AU [17]. In this study, the discrete AU intensity annotations are converted into numerical values in two steps. The symbolic scale A–E is first mapped to the numerical scale 1–5, and then multiplied by 0.2, in order to map the annotated intensity levels to the set \{0.2, 0.4, 0.6, 0.8, 1.0\}. When an AU is not annotated, the intensity level is taken as 0. Mean and standard deviation of the absolute errors are computed for each AU over all frames in all sequences in the test set, and these are used as the measure of AU-wise intensity estimation performance. Mean Absolute Error is abbreviated henceforth as MAE.

6 Results

In this section, the results of the qualitative and quantitative evaluation of the performance of AUReader and ISIR-AU are described. Table 4 provides an overview of the evaluations performed.

6.1 Actor Study Database

As mentioned in Section 4, the sequences belonging to Actors 12 to 21 were used for the evaluations on the Actor Study Database [48]. First of all, the AU intensity estimates produced by AUReader and the AU detection probability scores provided by ISIR-AU were compared qualitatively. Figures 1a and 1b illustrate the outputs for six AUs, namely, AU01, AU04, AU06, AU12, AU09 and AU25, for selected sequences from the Actor Study Database [48]. Figure 2 illustrates the outputs for a simultaneous display of AU01 and AU04. The ground truth curves in all cases were plotted by setting 1 to each frame that was annotated with the corresponding AU, and 0 to every other frame.

A visual inspection of the plots show that:

---

4 In the UNBC-McMaster Shoulder Pain Expression Archive Database [33], the AU intensities are already provided in the range 1–5.
Table 4: Overview of the evaluations of AUReader and ISIR-AU conducted using different datasets.

<table>
<thead>
<tr>
<th>Evaluation Type</th>
<th>AUReader</th>
<th>ISIR-AU</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Actor Study Database</strong> [48]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quantitative</td>
<td>AU recognition</td>
<td>AU recognition</td>
</tr>
<tr>
<td>Qualitative</td>
<td>AU intensity estimates</td>
<td>AU probability scores</td>
</tr>
<tr>
<td><strong>UNBC-McMaster Shoulder Pain Expression Archive Database</strong> [33]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quantitative</td>
<td>AU recognition, AU intensity estimation</td>
<td>AU recognition, AU intensity estimation</td>
</tr>
<tr>
<td>Qualitative</td>
<td>AU intensity error variance</td>
<td>AU confidence score</td>
</tr>
<tr>
<td><strong>Proprietary market research database</strong> [24]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quantitative</td>
<td>AU recognition</td>
<td>–</td>
</tr>
<tr>
<td>Qualitative</td>
<td>AU intensity estimates</td>
<td>–</td>
</tr>
</tbody>
</table>

- The intensities estimated by AUReader are temporally smoother than the probability scores from ISIR-AU. This is not surprising, since ISIR-AU does not use temporal information. As a consequence, the different phases of intensity variations are more clearly observable in the estimates from AUReader than in the scores from ISIR-AU (see the plots for AU01 in Figure 1a and AU04 in Figure 2). This makes the estimates from AUReader more suitable for a finer analysis of facial activity.

- The scores from ISIR-AU tend towards higher values, causing subtle displays to be completely missed (see AU09 in Figure 1b). This also shows that AUReader’s estimates might be more suitable for detecting subtle displays of AUs.

- In general, ISIR-AU does not show delay in detecting an AU. In contrast, AUReader often requires some time to pick up the AU. This delay is mainly due to the constraints acting on the state estimates, and the effect of process and measurement noise models. In Figures 1a and 1b, this is especially visible in the intensity estimates for subtle AUs such as AU06 and AU09, for which a full correlation between noise in facial landmark detections was applied.

In sum, the delayed onsets and lower intensity estimates show that the estimates of AUReader are more conservative, which in turn could
potentially reduce sensitivity but improve specificity and precision. In order to examine this more closely, the qualitative analysis was followed up with a quantitative analysis based on ROC curves.

For each system, AU-specific ROC curves were generated. In the case of AUReader, the AU intensity estimates from all sequences were used as the decision thresholds to generate the ROC curves. In the

![AUReader](image1.png) ![ISIR-AU](image2.png)

**Figure 1:** AUReader [24] versus ISIR-AU [11]: Qualitative results for selected single AU displays from Actor Study Database [48].
Figure 2: AUReader [24] versus ISIR-AU [11]: Qualitative results for a selected simultaneous display of AU01 and AU04 from Actor Study Database [48].

In the case of ISIR-AU, the probability scores from all sequences were used as the decision thresholds. AUC values were then computed for each AU and for each system. These are shown in Figure 3. The following observations can be made:

- The AUC values varied widely between AUs. In the case of AUReader, 20 AUs scored AUC values above 0.6. Among these,
15 AUs scored AUC values above 0.7, 11 AUs scored AUC values above 0.8, and 2 AUs touched or crossed 0.9. The AUC values for AU20 (LipStretcher) and AU24 (LipPressor) were quite low, touching 0.52 and 0.45, respectively. This could be due to their high resemblance with AU12 (LipCornerPuller) and AU23 (LipTightener), respectively. Another reason for this low performance could be the errors associated with the detections of landmarks on the inner boundaries of the lips. Due to the lack of edge features along the lips, the noise in the x-coordinates of these landmarks tend to be relatively high. However, including appearance-based evidence for AU20 and AU24 might help to improve the performance in the future.

- For the 12 AUs that can be detected using both AUReader and ISIR-AU, the AUC values for AUReader were either better or comparable to the AUC values for ISIR-AU, except for AU15 (LipCornerDepressor) and AU20 (LipStretcher). Together with the previous observation, this shows that AUReader is robust and can discriminate reasonably well between geometrically similar (non-orthogonal) AUs within the set of 22 AUs, whose intensities it simultaneously estimates.

- In the case of the subtle AU06 and AU09, the performance of AUReader and ISIR-AU were comparable (difference ≈±0.03). Therefore, despite being conservative (due to delayed onsets and low intensity estimates), AUReader could achieve a comparably good sensitivity-specificity balance for AU06 and AU09.

- Overall, ISIR-AU was able to analyze more frames than AUReader. This difference in the number and index of analysed frames is caused by the differences in the facial landmark detection methods utilised by the two systems, and by the quality assurance methods adopted by AUReader.

The sequences from Actors 1 to 11 in the Actor Study Database [48] were used for training and tuning the components of AUReader, whereas ISIR-AU was not trained on any image from this database. Therefore, for a fairer comparison of the generalisation performance, a database that was not used for training either AUReader or ISIR-AU should be used for evaluation. For this purpose, the UNBC-McMaster Shoulder Pain Expression Archive Database [33] was selected, due to the availability of annotations of both AU and pain intensities. The next subsection presents the results.

---

5 AUReader utilises facial landmark detection based on [29] and ISIR-AU uses the method described in [50]
6.2 UNBC-McMaster Shoulder Pain Expression Archive Database

All 200 sequences in the UNBC-McMaster Shoulder Pain Expression Archive Database [33] were used for quantitative evaluation. AUC and MAE values were computed for comparing the AU recognition and AU intensity estimation performance of AUReader and ISIR-AU.
A comparison of the AUC values is presented in Figure 4. The following observations can be made:

- Among the eight AUs that could be detected by both AUReader and ISIR-AU, the latter performed better on five AUs. For the remaining three AUs, the performances were almost identical. Therefore, ISIR-AU showed better overall generalisation performance for the task of AU recognition than AUReader.

- AUReader scored AUC values above 0.6 for ten AUs, and above 0.7 for six AUs. None of the AUC values were below 0.5.

- AUReader analyses more AUs than ISIR-AU, and this includes AUs that resemble each other closely in the facial shape deformations that they cause. Among the AUs annotated in this database, there are three AU groups (AU06 and AU07; AU09 and AU10; AUs 25, 26, and 27) that possess such geometric similarities. A complete comparison of performance between AUReader and the available ISIR-AU system was not possible, since the ISIR-AU system did not provide scores for AU07, AU10, and AU27. However, in the case of AU25 and AU26, AUReader performed slightly better than or comparable to ISIR-AU.

- Just like on Actor Study Database, AUReader analysed fewer frames than ISIR-AU. This could be due to the differences between the facial landmark detection methods used by the two systems, and the use of quality assurance methods such as tests for divergence and for successive missing observations in AUReader.

It can be concluded that overall ISIR-AU generalises better in terms of AU recognition performance. However, it is to be noted that AUReader analyses more AUs jointly, thereby dealing with greater possibilities for misclassification (due to either false attribution or shared attribution). AUReader is conservative in its estimates due to the influence of the constraints and noise models. This could lead to lower sensitivity, which results in lower AUC values. As mentioned in [24], AUReader uses probability scores from SVM classifiers as appearance-based observations. Therefore, replacing the SVM models with the ISIR-AU system might improve the generalisation performance of AUReader on spontaneous facial expression databases.

In order to compare the AU intensity estimation performance of AUReader and ISIR-AU, the AU-wise MAEs were computed for the AU intensity estimates from AUReader and the AU probability scores from ISIR-AU (see Table 5). As explained in Section 5, in order to compute MAE, the five FACS AU intensity level codes $A < B <$
Area under ROC curve

Figure 4: AUReader [24] versus ISIR-AU [11]: Areas under ROC curves obtained on the UNBC-McMaster Shoulder Pain Expression Archive Database [33]. AUReader analysed 41288 frames and ISIR-AU analysed 47859 frames.

C < D < E were converted into numerical codes with A = 0.2, and each successive level given an increment of 0.2. This gives the numerical intensity level codes 0.2 < 0.4 < 0.6 < 0.8 < 1.0. These were used as AU intensity ground truth. The outputs from AUReader are already AU intensity estimates. The AU probability scores provided by ISIR-AU were interpreted as AU intensities for the purpose of evaluation. MAE values were computed under two conditions. In the first condition, all frames, for which AU intensity estimates or AU probability scores were available, were included in the MAE computation. In the second condition, only those frames, in which the corresponding AU was annotated, were considered for MAE computation.

The following observations can be made from the results presented in Table 5:

- When all frames are considered, the MAE values for AUReader are much lower than those for ISIR-AU. Since the number of
annotations are at least one order of magnitude smaller than the number of non-annotated frames (see Table 3), the MAE values are predominantly influenced by the intensity estimates for the non-annotated frames. Therefore, the MAE values reveal that the probability scores from ISIR-AU, in general, tend to indicate AU intensities at level A or B, even when no AU is annotated. In contrast, the AU intensity estimates from AUReader are, in general, very close to zero.

- However, when only annotated frames are considered, the probability scores from ISIR-AU tend to have lower MAE values that generally do not exceed two intensity levels on average (i.e. \(< 0.4\)). In comparison, the MAE values for AUReader tend to be numerically higher, although there are exceptions such as AU27, AU25, AU10, and AU04. This reinstates that AUReader estimates are conservative, i.e. they do not touch very high values rapidly.

- AUReader appears to have difficulty particularly in estimating intensities of AU15 (LipCornerDepressor), as indicated by the high MAE value of 0.59. However, there were only 6 frames that were annotated with AU15, which makes it difficult to draw a reliable conclusion about AUReader’s performance. Similarly, the high MAE value of 0.55 for AU43 could be due to the binary annotation of AU43 in the database (intensity level: 0 or 1).

This evaluation has a key limitation. Due to the constraints, the noise models, and the damping and restoration forces acting on the mass-spring-damper models, the higher range of intensity values are not easy to attain for AUReader. Moreover, the intensity increments between consecutive AU intensity levels cannot be considered to be constant or linear, due to the nonlinearities in the models used for AU intensity estimation. In addition, for AUReader, an AU intensity of 1 represents the maximum possible anatomical facial shape deformation. This would not always correspond to the person-specific maximum intensity of expression of an AU. Due to these reasons, an annotated intensity level of E need not necessarily correspond to an AU intensity of 1 (one) in the deformable face model used by AUReader. Due to these reasons, the conversion of the symbolic FACS AU intensity codes into numeric values should be performed based on the distribution of AU intensities generated by an AU detection system.

Since ISIR-AU was not developed for intensity estimation, this comparison of AU intensity estimation performance may not be entirely justifiable. However, continuous-valued, FACS-conform, dynamic AU intensity estimation systems are scarce, which could likely be due to the lack of sufficient datasets with reliable AU intensity annotations.

Figure 5 illustrates an example of how the confidence associated with the AU intensity estimates from AUReader vary for a sample sequence. The confidence intervals shown in the figure are the 2-σ
Table 5: AUReader [24] versus ISIR-AU [11]: Mean and standard deviation of absolute errors on UNBC-McMaster Shoulder Pain Expression Archive Database [33]. AUReader analysed 41288 frames, of which 23501 had AU annotations. ISIR-AU analysed 47859 frames, of which 19153 had AU annotations. In the table, NAA stands for No Annotations Available and DND stands for Does Not Detect.

<table>
<thead>
<tr>
<th>AU</th>
<th>All Frames</th>
<th>Only Annotated Frames</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUReader</td>
<td>ISIR</td>
</tr>
<tr>
<td>AU01</td>
<td>0.14 ± 0.23</td>
<td>0.40 ± 0.16</td>
</tr>
<tr>
<td>AU02</td>
<td>0.08 ± 0.11</td>
<td>0.36 ± 0.17</td>
</tr>
<tr>
<td>AU04</td>
<td>0.14 ± 0.12</td>
<td>0.36 ± 0.16</td>
</tr>
<tr>
<td>AU05</td>
<td>0.05 ± 0.08</td>
<td>0.37 ± 0.15</td>
</tr>
<tr>
<td>AU06</td>
<td>0.10 ± 0.15</td>
<td>0.12 ± 0.13</td>
</tr>
<tr>
<td>AU07</td>
<td>0.08 ± 0.13</td>
<td>DND</td>
</tr>
<tr>
<td>AU09</td>
<td>0.04 ± 0.07</td>
<td>0.23 ± 0.19</td>
</tr>
<tr>
<td>AU10</td>
<td>0.08 ± 0.12</td>
<td>DND</td>
</tr>
<tr>
<td>AU11</td>
<td>0.25 ± 0.13</td>
<td>DND</td>
</tr>
<tr>
<td>AU12</td>
<td>0.10 ± 0.15</td>
<td>0.10 ± 0.12</td>
</tr>
<tr>
<td>AU13</td>
<td>0.16 ± 0.11</td>
<td>DND</td>
</tr>
<tr>
<td>AU14</td>
<td>0.26 ± 0.17</td>
<td>DND</td>
</tr>
<tr>
<td>AU15</td>
<td>0.05 ± 0.07</td>
<td>0.36 ± 0.11</td>
</tr>
<tr>
<td>AU16</td>
<td>0.07 ± 0.08</td>
<td>DND</td>
</tr>
<tr>
<td>AU17</td>
<td>0.21 ± 0.18</td>
<td>0.44 ± 0.09</td>
</tr>
<tr>
<td>AU20</td>
<td>0.06 ± 0.08</td>
<td>0.32 ± 0.11</td>
</tr>
<tr>
<td>AU23</td>
<td>0.04 ± 0.06</td>
<td>DND</td>
</tr>
<tr>
<td>AU24</td>
<td>0.04 ± 0.02</td>
<td>DND</td>
</tr>
<tr>
<td>AU25</td>
<td>0.06 ± 0.10</td>
<td>0.20 ± 0.19</td>
</tr>
<tr>
<td>AU26</td>
<td>0.08 ± 0.11</td>
<td>0.27 ± 0.15</td>
</tr>
<tr>
<td>AU27</td>
<td>0.05 ± 0.05</td>
<td>DND</td>
</tr>
<tr>
<td>AU43</td>
<td>0.12 ± 0.16</td>
<td>DND</td>
</tr>
</tbody>
</table>

Values computed from the state estimation error variances provided by AUReader. Figure 6 shows the relative standard deviations for the same sequence. The following key observations can be made:

- The confidence in the initial intensity estimates is low (larger variance, larger relative standard deviation), and gets better over time.
• The confidence increases (or, equivalently, variance decreases), when the AU intensity estimates change monotonously (same direction and rate). This is evident in the short interval between Frames 97 and 102, where a narrowing of the confidence interval (in Figure 5) and a decrease in the relative standard deviation (in Figure 6) are visible.

• The confidence decreases (or, equivalently, variance increases), whenever the rate or direction of update of intensity estimate changes. For example, the interval between Frame 120 and Frame 132 shows a change in direction and rate of the AU intensity update, due to which the confidence interval in Figure 5 enlarges and the relative standard deviation in Figure 6 increases.

• Based on the above two observations, it can be said that AU-Reader grows more confident of its estimate, as subsequent evidence confirms a pattern of update. This is as expected, since AUReader is based on a state estimation method.

ISIR-AU also provides a confidence measure, which is a probability score that is indicative of occlusions in different facial regions. Therefore, lower confidence values indicate more occlusion or poorer quality of input image. Figure 7 illustrates how the confidence associated with the AU detection probabilities given by ISIR-AU vary. It can be seen that the confidence is relatively low throughout, and drops further towards the end of the sequence, when the subject made an out-of-plane head rotation that caused some regions of the face to be occluded. It is to be noted that the confidence computation is based on image properties and the pre-learned RF models. Therefore, the confidence measure reflects the confidence in the input features used for AU detection. This measure could therefore be indicative of aleatoric uncertainty. Since ISIR-AU is trained on static features and examines only the current image frame, the confidence measure does not adapt over time.

The UNBC-McMaster Shoulder Pain Expression Archive Database [33] has spontaneous facial expressions. However, annotations are not available for all the AUs that AUReader can predict. Therefore, another spontaneous facial expression database with annotations for all 22 AUs was used for quantitatively evaluating the generalisation performance of AUReader. The results are presented in the next subsection.

6.3 Proprietary Market Research Database

The performance of AUReader was evaluated quantitatively on all 408 videos in the proprietary market research database. The AUC values are presented in Figure 8.
Figure 5: Confidence bounds for intensities estimated by AUR for AU01 for a sequence in the UNBC-McMaster Shoulder Pain Expression Archive Database [33]. For ease of identification of changes, the 2-σ confidence intervals are plotted here. Frames 97, 102, 120, and 132 have been marked using dashed, gray lines. Successive repetition of the same pattern of updates increases the confidence and reduces the variance (e.g. between Frames 97 and 102). When the direction and rate of update changes, the confidence temporarily decreases and variance increases (e.g. between Frames 120 and 132).

Figure 6: Illustration of the relative standard deviation for AU intensity estimates provided by AUR for the same sequence as shown in Figure 5. It can be seen that the relative standard deviation (or, equivalently, uncertainty) drops as the intensity updates follow the same pattern over time (e.g. between Frames 97 and 102), and it increases temporarily, when the pattern changes (e.g. between Frames 120, and 132). Frames 97, 102, 120, and 132 have been marked using dashed, gray lines.
Figure 7: The plot at the bottom shows the confidence measures for AU04 probability scores provided by ISIR-AU for a sequence in the UNBC-McMaster Shoulder Pain Expression Archive Database [33]. An out-of-plane head rotation made by the subject after Frame 200 led to occlusions on the forehead, which in turn caused a drop in confidence. This change in the head pose is visible in the images provided at the top. Frame 150 and Frame 225 illustrate the head pose before and after the out-of-plane head rotation. A sudden drop in the AU04 probability scores can also be observed, as a result of this head rotation.

The following key observations can be made:

- The AUC values vary considerably between AUs.
- Except for four AUs, the AUC values are well above 0.5. AU11 (NasolabialDeepener) and AU24 (LipPressor) scored nearly 0.5, while AU20 (LipStretcher) and AU15 (LipCornerDepressor) scored below 0.5. Recall that AU20 and AU24 also scored low AUC values on the Actor Study Database, indicating that these might
be particularly hard for AUReader to discriminate from other similar AUs.

- In the case of AU02, AU04, AU07, AU09, AU10, AU13, AU16, AU23 and AU27, the AUC values are comparable to those obtained on the Actor Study Database (difference in $[-0.05, 0.05]$).

Figures 9a and 9b present qualitative plots of intensity estimates produced by AUReader for a selection of six AUs. As in the illustrations on Actor Study Database (see Figures 1a, 1b, and 2), here too, similar observations can be made. These are listed below:

- The AU intensity estimates from AUReader follow a temporally smooth course, with visually discernible onset, apex, and offset phases.

- Delays in the onset of AUs are visible.

- The AU intensity estimates in these examples hardly came close to 0.8. As discussed in the earlier subsections, different aspects of the AUReader such as constraints, noise models, and the properties of the mass-spring-damper motion models oppose large and sudden changes in intensity estimates, and make it harder for the AUReader’s intensity estimates to touch higher ranges of values. This makes the AUReader predictions robust and precise, however, at a potential cost to sensitivity or recall.

7 DISCUSSION

In this paper, we evaluated the qualitative and quantitative performance of two automatic AU detection systems, namely AUReader [23, 24] and ISIR-AU [11]. Three different databases were used for performance evaluation. The Actor Study Database [48] contains acted displays of AUs, the UNBC-McMaster Shoulder Pain Expression Archive Database [33] contains spontaneous facial expressions of pain, and the proprietary market research database contains spontaneous facial responses to commercial advertisements. The qualitative evaluation examined any delays in the detected onsets of AUs, and the range and temporal smoothness of the AU intensity estimates. The quantitative evaluation looked at the AU recognition and AU intensity estimation performance. The following paragraphs highlight the main strengths and weaknesses observed in AUReader and ISIR-AU.

The qualitative investigation of the outputs from AUReader and ISIR-AU was performed on selected sequences from the Actor Study Database [48] and the proprietary market research database. As expected, the outputs from AUReader were temporally smoother than ISIR-AU due to the integration of temporal information in the state estimation process. This made it easier to visually detect the different
Figure 8: AUReader [24]: Areas under ROC curves obtained on the proprietary market research database. AUReader analysed 80,228 frames.

phases of AU displays (onset, apex, offset) as well as the subtle variations in the intensities of the displays. AUReader was also found to do well in recognising subtle (low intensity) displays of AUs (e.g. AU09 in Figure 1b). This makes AUReader more suitable for finer analysis of facial expressions. However, due to the constraints acting on the AU intensity estimates, the noise associated with the observations, and the viscoelastic resistance of mass-spring-damper models, the intensity estimates from AUReader showed delayed onset and tended more towards the lower range of values. This shows that the AU intensity
estimates from AUReader are more conservative, which makes the estimates suitable for real world applications such as pain monitoring.

The performance of AUReader and ISIR-AU was evaluated quantitatively for two different tasks, namely AU recognition and AU intensity estimation. The performance in the AU recognition task was measured in terms of AUC. It was found that, in general, ISIR-AU generalised

![Graphs showing AU intensity over time for different AUs](image)

Figure 9: AUReader: Qualitative results on the proprietary market research database for a selection of six AUs.
better than AUReader to unseen subjects and spontaneous facial expressions. However, ISIR-AU did not include closely resembling AUs (except AU25 and AU26, which differ in appearance), whereas AUReader estimates several closely resembling AUs (e.g., AU06 and AU07; AU09 and AU10; AU12 and AU13; AU23 and AU24; AU26 and AU27). The AUC values obtained on all three datasets show that AUReader performs reasonably well in discriminating between geometrically similar AUs, which is a more difficult task, especially when the resembling AUs are subtly expressed. However, AU20 and AU24 appear to be difficult for AUReader to recognise well. This could be circumvented in the future by incorporating appearance-based evidence. Since ISIR-AU generalises well to unseen data, its AU predictions could be integrated within the probabilistic framework of AUReader using the method proposed in [24]. This might help in achieving better performance in real world settings by combining the strengths of both the systems.

The performance of AUReader and ISIR-AU in estimating AU intensities was evaluated on the UNBC-McMaster Shoulder Pain Expression Archive Database [33] by computing MAEs (see Table 5). To perform this evaluation, the annotated discrete intensity labels were rescaled to belong to the set \{0, 0.2, 0.4, 0.6, 0.8, 1\}. As already indicated by the qualitative results, the computed MAEs showed that AUReader’s intensity estimates tended to the lower range of values, whereas those of ISIR-AU tended towards the higher range of values. This is visible in the non-zero offsets in ISIR-AU’s probability scores (see Figures 1a, 1b and 2). This is also visible in the differences in the results between the two conditions under which the AU intensity estimation performance was evaluated. When the non-annotated frames were included, AUReader clearly showed less error. But, when only frames with annotated AU intensities were used, AUReader showed, in general, higher error than ISIR-AU. Therefore, it can be said that while ISIR-AU had difficulties in estimating the lower range of AU intensities, AUReader had difficulties in reaching the higher range of AU intensities. This difference is due to the differences in the methods used in the two systems. ISIR-AU is based on static, data-driven machine learning models trained to recognise AUs, and it does not use a deformable facial shape model that describes the semantics of AU intensities. But, AUReader uses such a semantic model of AU intensities. Furthermore, the probabilistic state estimation method used in AUReader allows the specification of initial values for AU intensities and performs a continuous integration of information over time. Therefore, a combination of AUReader and ISIR-AU might help in increasing the coverage of both the lower and higher ranges of AU intensities, and thereby improve the AU intensity estimation performance.

Both AUReader and ISIR-AU provide estimates of uncertainties associated with their AU predictions. The uncertainty estimates produced by AUReader pertain directly to the AU intensity estimates,
and are created as part of the state estimation process. The AUReader models the uncertainty as a zero-mean Gaussian noise, which considers the errors associated with the image-based observations (aleatoric uncertainty) as well as with the dynamic process models (epistemic uncertainty). State estimation based approaches (like AUReader) that use empirically determined aleatoric uncertainty measures have the drawback that they could trust incorrect measurements to the same extent as correct measurements. This could produce incorrect AU intensities that gain trust over time, unless measures for detecting and handling such anomalies are introduced. In contrast, ISIR-AU estimates an uncertainty score based on the quality of the facial image (aleatoric uncertainty), and therefore, only indirectly measures the uncertainties in the AU probability scores. In the future, aleatoric uncertainty quantification methods that combine direct empirical evidence from past instances with an indirect measure of confidence based on the quality of the present instance could be developed or explored.

The modular structure of the state estimation framework used in AUReader [24] makes it possible to incorporate new methods for extracting facial shape and appearance information, either as additional evidence of facial expression or as a replacement for the methods currently used. Such changes do not require changes to other existing modules. This flexibility is however difficult to achieve in data-driven machine learning methods such as those used by ISIR-AU. Changes to any stage in the pipeline could require a retraining of several (subsequent) stages. The state estimation framework of AUReader also facilitates the integration of interdisciplinary knowledge from diverse fields. For example, evidences from histological or biomechanical studies of facial muscles could help in adapting the parameters of the mass-spring-damper models; methods developed in the field of navigation and tracking could be applied to enhance the robustness of the state estimation framework; control system theories could help in analysing the stability of the system; evidences from experimental psychology could be used to define higher-order semantic relationships between AUs. Furthermore, the state estimation framework used by AUReader has the potential to support on-the-fly user feedback in the form of control inputs. Future work could explore this possibility to develop AUReader into a collaborative tool for facial expression analysis in psychological and behavioural research.

8 conclusion

The comparison of AUReader and ISIR-AU, presented in this paper, exemplarily elucidated the strengths and weaknesses of data-driven machine learning methods and deformable face model based methods for automatic AU analysis. It is hypothesised that a combination of the
two approaches would help in building systems that generalise and perform better in estimating AU intensities. Several future research directions have been outlined. We hope that this paper would encourage an interdisciplinary discussion on the merits and applicability of different technological solutions for automatically detecting AUs in human-centered research.

9 Appendix

As mentioned in the Introduction, AU analysis is widely pursued in pain research [32]. Appendix 9.1 illustrates how the AU intensities estimated by AUReader could be used to automatically detect pain by applying evidences from experimental psychology. Appendix 9.2 illustrates how verbal explanations of AU-based pain detections could be automatically generated to assist humans in understanding the decisions made by the system.

9.1 Automatic Detection of Pain using AU Intensities

This section investigates the performance of the AU intensity estimates from AUReader for the message judgment task of pain detection. A set of simple rules were defined for computing pain intensities based on the continuous-valued AU intensities from AUReader. The rules are based on findings from psychological research on facial expressions of pain. Precisely speaking, the rules are based on the PSPI scale [42] and on the four clusters of facial expressions of pain (except the stoic cluster) that were identified by the psychologists Miriam Kunz and Stefan Lautenbacher at University of Bamberg (UB) [31]. Table 6 describes in detail, the rules that have been defined and applied for pain detection in this study.

As given in Table 6, the pain rules have been categorised into continuous, discrete and continuous-discrete rules, depending on the type of AU intensity values used in the rule. Continuous rules used the continuous-valued AU intensity estimates directly in the pain rule. Discrete rules binarised the AU intensity estimates before using them in the pain rule. The binarisation was performed on the basis of decision thresholds corresponding to the operating points with maximum F1-score on the ROC curves obtained on the Actor Study Database [48]. These AU recognition thresholds are listed in Table 7. Continuous-discrete rules used continuous AU intensity values for all AU terms except AU43, for which a binary value was used. Continuous and continuous-discrete rules produce continuous-valued pain intensities, and discrete rules produce discrete-valued pain intensities. Table 6 also shows that the pain rules have been categorised into max-rule and sum-rule, depending on how the intensities of certain AU groups are included in the rule. Max-rules consider only the maximum AU
intensities (continuous or discrete) within pre-defined groups of AUs. Sum-rules compute the sum of AU intensities (continuous or discrete) within each predefined group of AUs.

Table 6: Definitions of AU-based rules for pain detection. In the rules with discrete terms, the AU intensities were discretised using the operating point thresholds chosen from the ROC curves obtained on the Actor Study Database [48] (see Table 7).

<table>
<thead>
<tr>
<th>Rule ID</th>
<th>Category</th>
<th>Rule Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSPI-I</td>
<td>continuous, max-rule</td>
<td>AU04 + max(AU06, AU07) + max(AU09, AU10) + AU43</td>
</tr>
<tr>
<td>PSPI-II</td>
<td>continuous, sum-rule</td>
<td>AU04 + AU06 + AU07 + AU09 + AU10 + AU43</td>
</tr>
<tr>
<td>PSPI-III</td>
<td>continuous-discrete, max-rule</td>
<td>AU04 + max(AU06, AU07) + max(AU09, AU10) + bool_AU43</td>
</tr>
<tr>
<td>PSPI-IV</td>
<td>continuous-discrete, sum-rule</td>
<td>AU04 + AU06 + AU07 + AU09 + AU10 + bool_AU43</td>
</tr>
<tr>
<td>PSPI-V</td>
<td>discrete, max-rule</td>
<td>bool_AU04 + max(bool_AU06, bool_AU07) + max(bool_AU09, bool_AU10) + bool_AU43</td>
</tr>
<tr>
<td>PSPI-VI</td>
<td>discrete, sum-rule</td>
<td>bool_AU04 + bool_AU06 + bool_AU07 + bool_AU09 + bool_AU10 + bool_AU43</td>
</tr>
<tr>
<td>UB-C-I</td>
<td>continuous, max-rule</td>
<td>AU04 + max(AU06, AU07) + max(AU09, AU10)</td>
</tr>
<tr>
<td>UB-C-II</td>
<td>continuous, max-rule</td>
<td>max(AU06, AU07) + max(AU25, AU26, AU27)</td>
</tr>
<tr>
<td>UB-C-III</td>
<td>continuous, max-rule</td>
<td>max(AU01, AU02)</td>
</tr>
<tr>
<td>UB-C-IV</td>
<td>continuous, max-rule</td>
<td>AU04 + max(AU06, AU07)</td>
</tr>
</tbody>
</table>

The pain rules were evaluated on the UNBC-McMaster Shoulder Pain Expression Archive Database [33]. The PSPI scores were used as the ground truth. All frames with PSPI score greater than zero were considered as positive instances of pain. Table 8 presents the AUC values for all pain rules. The following key observations can be made:

- It is not surprising that the PSPI-based rules performed better than the UB rules, since the ground truth are labeled using PSPI scale. Among the PSPI-based rules, the ones that used
Table 7: Decision thresholds used to binarise intensities of AU that are part of the pain rules. The thresholds were determined from the ROC curves computed on Actor Study Database [48]. The decision threshold corresponding to the operating point with maximum F1-score was chosen for each AU. The thresholds have been rounded to two decimal places.

<table>
<thead>
<tr>
<th>AU</th>
<th>AU01</th>
<th>AU02</th>
<th>AU04</th>
<th>AU06</th>
<th>AU07</th>
<th>AU09</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision Threshold</td>
<td>0.09</td>
<td>0.13</td>
<td>0.14</td>
<td>0.18</td>
<td>0.09</td>
<td>0.09</td>
</tr>
<tr>
<td>AU</td>
<td>AU10</td>
<td>AU25</td>
<td>AU26</td>
<td>AU27</td>
<td>AU43</td>
<td>0.15</td>
</tr>
<tr>
<td>Decision Threshold</td>
<td>0.14</td>
<td>0.39</td>
<td>0.24</td>
<td>0.4</td>
<td>0.15</td>
<td></td>
</tr>
</tbody>
</table>

continuous intensity values for some or all of the AUs performed better than those that used only discrete (binary) AU intensities.

- It can also be seen that the pain rule UB-C-II performed comparably to the PSPI-based rules. UB-C-II combines the maximum of AU06 and AU07 (narrowing of eyes) and the maximum of AU25, AU26, and AU27 (opening of mouth) [31]. The pain rules UB-C-I and UB-C-IV also include ‘narrowing of eyes’, but perform poorly in comparison to UB-C-II. From this, it can be concluded that the opening of mouth often accompanies the pain expressions annotated in the UNBC-McMaster Shoulder Pain Expression Archive Database [33], even though it is not part of the PSPI scale used for annotation.

- The poor performance of UB-C-III indicates that raised eyebrows did not often accompany the pain expressions annotated in the dataset.

The quantitative analysis has been followed by a qualitative analysis of pain intensities at sequence and frame levels. Among the PSPI-based rules, PSPI-III was chosen for qualitative analysis, since it performed best in quantitative analysis and resembles the original PSPI scale the most. Figures 10 and 11 show the pain intensities estimated by different pain rules for two sequences selected from the UNBC-McMaster Shoulder Pain Expression Archive Database [33]. It can be seen that, in general, PSPI-III follows the ground truth more closely. PSPI-III and UB-C-I differ only in a single term, namely AU43 detection. While PSPI-III includes AU43, UB-C-I excludes it. Therefore, the difference between the two becomes marked, when AU43 is detected in the pain sequence. In all other cases, they give the same pain intensity estimates. UB-C-IV is also a subset of PSPI-III, and hence follows the overall pattern of PSPI-III, but is insensitive to opening and closing of eyes (AU43) and to the wrinkling of nose (AU09, AU10). In contrast to the
Table 8: Performance of different pain rules on the UNBC-McMaster Shoulder Pain Expression Archive Database [33]. The pain rules used AU intensity estimates from AUReader [24].

<table>
<thead>
<tr>
<th>Rule ID</th>
<th>Category</th>
<th>Performance (AUC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSPI-I</td>
<td>continuous, max-rule</td>
<td>0.65</td>
</tr>
<tr>
<td>PSPI-II</td>
<td>continuous, sum-rule</td>
<td>0.64</td>
</tr>
<tr>
<td>PSPI-III</td>
<td>continuous-discrete, max-rule</td>
<td>0.65</td>
</tr>
<tr>
<td>PSPI-IV</td>
<td>continuous-discrete, sum-rule</td>
<td>0.65</td>
</tr>
<tr>
<td>PSPI-V</td>
<td>discrete, max-rule</td>
<td>0.62</td>
</tr>
<tr>
<td>PSPI-VI</td>
<td>discrete, sum-rule</td>
<td>0.62</td>
</tr>
<tr>
<td>UB-C-I</td>
<td>continuous, max-rule</td>
<td>0.57</td>
</tr>
<tr>
<td>UB-C-II</td>
<td>continuous, max-rule</td>
<td>0.62</td>
</tr>
<tr>
<td>UB-C-III</td>
<td>continuous, max-rule</td>
<td>0.39</td>
</tr>
<tr>
<td>UB-C-IV</td>
<td>continuous, max-rule</td>
<td>0.56</td>
</tr>
</tbody>
</table>

General observation from quantitative analysis, in the examples shown in Figures 10 and 11, raised eyebrows (AU01, AU02) were detected during the pain episodes, as indicated by the UB-C-III scores. Opening of mouth (AU25, AU26, AU27) was detected during the pain episode in Figure 11, as indicated by the changes in UB-C-II scores.

Figure 12 shows pain intensity scores for Frame 149 from the pain sequence analysed in Figure 10. Intensity estimates for the AUs constituent in the pain rules are also provided. The application of the decision thresholds in Table 7 would indicate that AU01, AU04, AU09 and AU43 are active in Frame 149. Pain rules PSPI-III, UB-C-I, UB-C-III and UB-C-IV, give pain intensities greater than the decision thresholds of any constituent AU. Since these rules had at least one active AU, each of these rules are considered to indicate the presence of pain in the analysed image. This follows the logic that was used in the UNBC-McMaster Shoulder Pain Expression Archive Database [33] to annotate pain intensities based on the PSPI scale. In [33], if any of the AUs in the PSPI scale were active, a non-zero pain intensity was assigned.

By empirically determining decision thresholds for all five FACS AU intensity levels (A–E), the AU intensity estimates from AUReader can be converted into FACS intensity labels. For example, let us suppose that the estimated AU intensities are mapped to FACS intensity levels as follows:

1. AU intensity estimates $\leq 0.1$ represent absence of AU;
2. AU intensity estimates in $(0.1, 0.25]$ represent intensity level A;
3. AU intensity estimates in (0.25, 0.45] represent intensity level B;
4. AU intensity estimates in (0.45, 0.65] represent intensity level C;
5. AU intensity estimates in (0.65, 0.85] represent intensity level D;
6. AU intensity estimates > 0.85 represent intensity level E.

By applying this mapping of AU intensity estimates to FACS intensity levels, the intensity of activation of AU43, AU01, AU04, and AU09 in Frame 149 can be determined (see Figure 12). The estimated intensity of AU01 is mapped to the FACS intensity level B, that of AU04 is mapped to level C, and that of AU09 is mapped to level A. Following the method in [33], this results in a PSPI score of 5, which indicates a mild level of pain. This estimate is close enough to the annotated PSPI score of 6. However, some mismatches were observed between the detected and annotated AUs and their intensities (see the description of Figure 12). Before a conclusive comparison of the pain predictions and pain annotations can be done, the thresholds for mapping the continuous AU intensities from AUReader into discrete intensity levels should be empirically validated and the ground truth AU intensity annotations should be verified by experts.

Although Boolean or discrete terms would be better for generating explanations, the use of continuous-valued AU intensities in the estimation of pain enables a fine-granular analysis of changes in pain

---

7 This PSPI score was computed using the formula $AU_{04} + \max(AU_{06}, AU_{07}) + \max(AU_{09}, AU_{10}) + \text{bool}_{AU_{43}}$ [42], with discrete and symbolic intensity levels A–E mapped to the discrete and numeric intensity levels 1–5, as done in [33].
intensity. This is indicated by the better quantitative performance of continuous rules (see Table 8). The continuous-valued pain intensities could assist in analysing pain experience over longer periods of time, and in adapting the dosage of pain medication.

9.2 Explaining Pain Detections: An Illustration

Pain rules, such as those defined in Table 6, enable automatic generation of explanations for pain detections. Explanations could be generated at frame-level or sequence-level. In this illustration, frame-level explanations for pain detection are explored. These pain detections can be explained as follows, in terms of the codes of activated AUs and the facial actions they represent:

- PSPI-III detects pain in the image due to the activation of AU04, AU09 and AU43. In other words, pain is detected due to the lowering of eyebrows, wrinkling of nose, and closing of eyes.

- UB-C-I detects pain in the image due to the activation of AU04 and AU09. In other words, pain is detected due to the lowering of eyebrows and wrinkling of nose.

- UB-C-III detects pain in the image due to the activation of AU01. In other words, pain is detected due to the raising of inner corners of eyebrows.

- UB-C-IV detects pain in the image due to the activation of AU04. In other words, pain is detected due to the lowering of eyebrows.
UB-C-II does not detect pain in the image because none of AU06, AU07, AU25, AU26 and AU27 is activated. In other words, pain is not detected because neither the narrowing of eyes nor the opening of mouth is detected.

Using the FACS intensity labels and their verbal descriptions as provided in FACS [17], more detailed explanations could be generated for the pain detections made by the pain rules, as given below:

- PSPI-III detects pain in the image due to “pronounced” lowering of eyebrows (AU04, level C), “traces of” nose wrinkling (AU09, level A), and closure of eyes (AU43).

- UB-C-I detects pain in the image due to “pronounced” lowering of eyebrows (AU04, level C) and “traces of” nose wrinkling (AU09, level A).

- UB-C-III detects pain in the image due to “slight” raising of inner corners of eyebrows (AU01, level B).

- UB-C-IV detects pain in the image due to the “pronounced” lowering of eyebrows (AU04, level C).

- UB-C-II does not detect pain in the image because neither the narrowing of eyes nor the opening of mouth is detected.

The explanations presented so far interpreted both ‘+’ and ‘max’ operators in the pain rules as logical ‘OR’. However, in the case of UB pain clusters [31], the ‘+’ and ‘max’ operators represent logical ‘AND’ and logical ‘OR’, respectively. Going by this definition, only UB-C-III detects pain, due to the “slight” raising of inner corners of eyebrows (AU01, level B).

Even though the use of pain rules based on psychological evidence is helpful in generating explanations for pain detections, the automatic facial expression systems often suffer from missed detections or incorrect detections. Therefore, the question arises about how trustworthy the pain detections made by an automatic system are. Empirical evidence is not sufficient to guarantee that a detected AU is truly present. Therefore, robust mechanisms should be built-in into the automatic pain detection methods to improve the reliability of the predictions at run-time. These mechanisms could include information about the dynamics of facial expressions and the history of detected facial expressions. For example, if AU01-InnerBrowRaiser is detected to be active for several minutes, then it can be deduced that it is highly likely to be a false detection. It would also be useful to explore the use of uncertainty measures that combine aleatoric and epistemic uncertainty, while generating explanations for pain detections. In addition to these, multi-resolution explanations for pain detections might increase the robustness of the generated explanations, and help in identifying any
hidden errors. As an initial step in this direction, a combination of image-based explanations (e.g. [49]) and AU-based explanations could be explored.

Before generating explanations, it is essential to define the objective of the explanation (see Figure 5 in [1]). Depending on whether the objective is to “justify”, “improve”, “control” or “discover” [1], different types of explanation generation strategies might be necessary. In any case, the generation of explanations for detections of pain is a very challenging task, that should be looked at from different perspectives. This calls for intense interdisciplinary collaborations to identify and develop innovative solutions.
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