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Abstract

The exponential random graph model (ERGM) is a class of stochastic models for network data widely applied in statistical social network analysis. The ERGM can be used to model a wide range of social processes. However, it is generally difficult to estimate due to its intractable normalizing constant. Markov chain Monte Carlo maximum likelihood (MCMC-ML) ERGM estimation is available but tends to be numerically unstable due to model degeneracy of particular specifications. Bayesian ERGM estimation is robust to model degeneracy and is a practical alternative to the MCMC-ML approach.

Bayesian model selection is based on the Bayes factor which is the ratio of marginal likelihoods of concurring models. The research aim of this thesis is to estimate the marginal likelihood of the ERGM class using path sampling which is also called thermodynamic integration. Power posterior sampling is a discretized version of thermodynamic integration using a fixed path of tempering steps to transition from the prior distribution to the posterior distribution of interest. In this thesis, power posterior sampling is used both to integrate over the parameter space of the ERGM posterior distribution of interest and to yield an estimate of the respective intractable ERGM normalizing constant. Existing approaches of estimating the ERGM marginal likelihood rely on a non-parametric density approximation or a Laplace approximation. The proposed power posterior exchange algorithm with explicit evaluation of the likelihood (PPEA-EEL) does not require such approximations and yields a valid estimate of the ERGM marginal likelihood. As the PPEA-EEL is a computationally expensive approach involving many MCMC samples, new graphical methods to evaluate power posterior samples are developed.

In this thesis a brief introduction to random graphs and network dependencies is given. The ERGM class is discussed and various dependency assumptions are illustrated. MCMC-ML ERGM estimation is applied to policy networks in Ghana, Senegal and Uganda. Bayesian ERGM estimation and Bayesian model selection are discussed. An overview is given on methods of estimating the marginal likelihood originating from importance sampling, namely bridge sampling, path sampling and power posterior sampling. The PPEA-EEL is applied to social network data and the numerical stability of the approach is evaluated.
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Chapter 1

Introduction

Networks represent relations between entities. These entities are called nodes and the relations are called edges. Depending on the type of nodes and the type of edges considered, a variety of networks can be defined. Social networks indicate the relations between social actors and represent social processes. Such social processes are e.g. the communication of political actors, relations within an organization or friendship within a classroom. This thesis is restricted to human social networks where social actors are human individuals or collectives of individuals like organizations. Social processes typically generate patterns like reciprocity, transitivity and hierarchy which are not easy to model statistically. Stochastic models for network data have to capture such patterns of tie variable formation while recognizing the variability that cannot be modeled explicitly. Most stochastic models rely on the assumption of independent and identically distributed observations which would risk incorrect inference in network analysis, while stochastic models for network data explicitly try to formulate the dependence between social actors and network ties. Wasserman and Faust (1994) and Jackson (2008) give a general introduction to statistical social network analysis. Kolaczyk (2009) and Snijders (2011) give an overview on stochastic models for network data.

The exponential random graph model (ERGM) is a class of stochastic models for binary network ties as dependent variables and is by far the most widely used model for statistical social network analysis. It can model a wide range of hypothesized patterns of network tie formation originating from many strands of theories. Network ties can be modeled conditional on endogenous patterns of network self organization and exogenous covariates based on actor attributes which allows for a
high flexibility in social network analysis. The ERGM class can also be applied to networks where the nodes are non-human entities, e.g. technological or biological networks.

1.1 Exponential random graph models

An observed binary network is considered as the realization of a random graph. A random graph is a collection of random binary tie variables on a fixed set of nodes. If all tie variables are assumed to be independent, network tie formation can be modeled with a Bernoulli process. However, this would be a very unrealistic data generating mechanism in most cases, therefore stochastic models are required which can capture realistic patterns of network tie formation. The ERGM class can be used to explicitly model patterns of network dependence such as endogenous network self organization and the influence of exogenous nodal attributes. Patterns of tie formation are represented by fundamental subgraph configurations like triangles or stars and configurations depending on nodal attributes. Counts of such configurations are used as sufficient statistics for the ERGM probability distribution. While the ERGM is not a new model class at all, it did not gain popularity in statistical social network analysis for a long time until severe problems of model estimation were solved.

The most simplistic Bernoulli random graph model dates back to Erdös and Renyi (1959). Besag (1974) show how a random graph model can be formulated in an exponential form using counts of subgraph configurations as sufficient statistics. Holland and Leinhardt (1981) develop the first ERGM specification that is able to represent patterns of reciprocity. The Markov model by Frank and Strauss (1986) is able to capture patterns of transitivity, hierarchy and centrality. The Markov model was a break trough in statistical social network analysis. However, it is very hard to estimate, which prevented its application for two decades. Wasserman and Pattison (1996) introduce a log-linear formulation of the ERGM which facilitates the interpretation and allows for the inclusion of exogenous covariates. A more general dependence assumption formulated by Pattison and Robins (2002) and implemented by Snijders et al. (2006) generated a break through for the ERGM class. Hunter and Handcock (2006) develop Markov Chain Monte Carlo maximum likelihood (MCMC-ML) ERGM estimation based on simulated networks. Bayesian
ERGM estimation is introduced by Koskinen (2008) and Caimo and Friel (2011).

The major drawback of the ERGM class is the difficulty of model estimation which is caused by model degeneracy and the unavailability of the likelihood normalizing constant. The latter requires auxiliary network simulations and renders methods of model estimation computationally expensive. The first can cause convergence issues as it may be impossible to find suitable starting values for the MCMC-ML approach. Bayesian ERGM estimation using the exchange algorithm (EA) by Murray et al. (2006) is robust to model degeneracy. Today, the ERGM class is widely applied and many extensions are available, see the Lusher et al., eds (2012) for an overview.

1.2 Bayesian model selection

In Bayesian statistics the prior distribution \( p(\theta) \) represents the assumptions about the population characteristics before data are observed. The likelihood function \( p(y|\theta) \) represents the data generating process and the posterior distribution

\[
p(\theta|y) = \frac{p(\theta)p(y|\theta)}{p(y)}
\]

represents the updated assumptions if data are observed. The normalizing constant \( p(y) \) is called the marginal likelihood. In most cases the analytical evaluation of the posterior distribution is not possible and MCMC techniques are required. The Bayesian approach allows for model comparison using the posterior odds of concurring models \( m_1 \) and \( m_2 \)

\[
\frac{\Pr(m_1|y)}{\Pr(m_2|y)} = \frac{\Pr(m_1)}{\Pr(m_2)} \times \frac{p(y|m_1)}{p(y|m_2)}.
\]

The prior odds \( \Pr(m_1)/\Pr(m_2) \) are updated with the Bayes factor \( p(y|m_1)/p(y|m_2) \) which is a ratio of marginal likelihoods. The marginal likelihood is the normalizing constant of the respective posterior distribution. Typically, the prior odds are assumed to be one so the Bayes factor is the relevant quantity for model comparison. In this role the marginal likelihood is also called the model evidence. Computation of the model evidence is a complicated task and requires techniques of numerical integration for most cases.
Importance sampling can be used to estimate the model evidence, see Geweke (1989), although it may be very difficult to specify an efficient importance function. Bridge sampling introduced by Meng and Wong (1996) estimates the ratio of normalizing constants using importance samples from two non-normalized distributions. If a bridging distribution with known normalizing constant is used, this approach can be applied to estimate the evidence of the target distribution. If the Kullback-Leibler divergence (Kullback, 1968) between the target distribution and the bridging distribution is too large, bridge sampling will be inefficient. Gelman and Meng (1998) introduce path sampling which uses an infinite number of bridging distributions in order to estimate the ratio of normalizing constants. In statistical physics this approach is also called thermodynamic integration, see Ogata (1989), where integration over a parameter space is achieved by transiting over a temperature range. In Bayesian statistics this corresponds to a transition from the prior distribution to the posterior distribution of interest. Power posterior sampling, which is a discretized version of path sampling, uses a fixed number of temperature steps transiting from the prior to the posterior, see Friel and Pettitt (2008). A class of tempered posterior distributions is constructed which can be used to integrate over the parameter space of the posterior of interest. MCMC simulations from the tempered posteriors yield an estimate of the evidence using a trapezoidal approximation. If the discretized temperature path is well chosen and a sufficiently large number of temperature steps is used, the Kullback-Leibler divergence between subsequent tempered posteriors will be small. This results in a low discretizational error in the trapezoidal approximation. The estimation of the ERGM evidence is especially challenging as the normalizing constant of the likelihood is not available. Path sampling can be used to yield an estimate of this normalizing constant, see Hunter and Handcock (2006) and Friel (2013).

1.3 Problems and research aims

The MCMC ML approach introduced by Hunter and Handcock (2006) is a popular method for ERGM estimation. However, it can be numerically very unstable and finding suitable starting values can be difficult due to model degeneracy. A Bayesian approach introduced by Caimo and Friel (2011) is robust to model degeneracy and is a practical alternative for ERGM estimation. The Bayes factor can be used
for ERGM selection which requires estimation of the model evidence.

The main research aim for this thesis is to yield a valid estimate of the ERGM evidence using power posterior sampling. This approach requires MCMC simulation from tempered posterior distributions and evaluation of the intractable ERGM likelihood. A combination of the EA and power posterior sampling is proposed which will be referred to as power posterior exchange algorithm (PPEA). The normalizing constant of the ERGM likelihood is estimated using the identity introduced by Meng and Wong (1996) which allows for the explicit evaluation the likelihood (EEL) of the intractable ERGM class. The EEL can be achieved as a byproduct of power posterior sampling as it uses the same discretized temperature path to estimate the normalizing constant of the likelihood. This approach yields a valid estimate of the ERGM evidence and shall be referred to as power posterior exchange algorithm with explicit evaluation of the likelihood (PPEA-EEL).

Two other approaches of estimating the ERGM evidence are known. Similar to the PPEA-EEL, Caimo and Friel (2013) and Friel (2013) use path sampling to estimate the normalizing constant of the ERGM likelihood. The ERGM evidence is estimated using the identity introduced by Chib (1995) while the posterior is evaluated using a non-parametric density estimate of a MCMC sample simulated with the EA. This approach is restricted to ERGM specifications with at most five parameters. Thiemichen et al. (2016) apply a Laplace approximation to estimate the evidence of more complex ERGM specifications. They also use path sampling to estimate the ERGM normalizing constant and apply a Laplace approximation to a MCMC sample. This approach requires the strong assumption that the posterior can be approximated by a normal distribution which in many cases will not hold. The PPEA-EEL requires no approximation assumptions of the posterior and can be used if a non-parametric kernel density estimate is not available. However, the PPEA-EEL is computationally very expensive and not easy to implement. It requires complicated specifications and the evaluation of numerous MCMC simulations. At the end of this thesis, best practice recommendations for the PPEA-EEL specification are given.

The second research aim is to develop tools for the evaluation of power posterior sampling algorithms. Graphical methods are developed that allow for the inspection of the tempered posteriors transiting from the prior to the posterior. As numerous MCMC chains have to be inspected, aggregating methods are proposed which help to evaluate the convergence of the power posterior sampler. Further-
more, a method to evaluate the trapezoidal approximation is proposed which helps to judge the reliability of the PPEA-EEL. This method suggests to adapt the importance sample size in the EEL-step to the step size of the discretized path which is a new insight in this field of research.

1.4 Overview

In chapter 2, the notation for network data and random graphs used throughout this thesis is introduced. It is shown how network statistics can be used to describe observed networks. The ERGM class is introduced and various assumptions of network dependency are illustrated. Methods of network simulation are introduced and ERGM estimation using the MCMC-ML approach is discussed. Finally, model degeneracy is illustrated and an overview on ERGM extensions and alternative stochastic models for network data is given.

In chapter 3, MCMC-ML ERGM estimation is applied to policy networks in Ghana, Senegal and Uganda. The communication ties between relevant actors of policy formulation are modeled using network statistics derived from various theories on policy formation and political communication. While the ERGM class has been used to model policy networks in developed countries before, this approach is completely new to developing countries. The MCMC-ML method used in chapter 3 is plagued by model degeneracy which causes numerical instability.

Bayesian ERGM estimation using the EA is robust to model degeneracy. In chapter 4, the fundamentals of Bayesian statistics are discussed. The EA uses auxiliary data simulated from the non-normalized ERGM likelihood in order to circumvent the evaluation of its intractable normalizing constant. The EA is applied to estimate ERGM specifications for Krackhardt’s friendship network, see Krackhardt (1987) and the expert network in Ghana.

In chapter 5, Bayesian model selection using the marginal likelihood is discussed. The focus is on methods descending from importance sampling which are bridge sampling, path sampling and power posterior sampling. The PPEA is introduced as a new method of power posterior sampling for the ERGM class using the EA. It is shown how the temperature path constructed for the PPEA can be used to estimate the normalizing constant of the ERGM likelihood which allows for the EEL-step. The proposed new PPEA-EEL approach uses MCMC simulations from
the tempered posterior distributions and the corresponding sequence of explicitly evaluated tempered likelihood functions in order to yield an estimate of the ERGM evidence. The PPEA-EEL is applied to the Krackhardt’s managers network and the expert network in Ghana. New graphical methods to evaluate the behaviour of the PPEA transiting over the temperature path are introduced.

Chapter 6 summarizes the thesis and discusses limitations of the PPEA-EEL and alternatives to this approach. Finally, an outlook is given on future research and how the efficiency of the PPEA-EEL can be increased.
Chapter 2

Exponential random graph models

Statistical models for binary outcomes like the logistic regression approach rely on the assumption of independence of observations. When analyzing network data this assumption is unrealistic as it is well known that individual behaviour depends on the interaction with others. In the simplest case of tie variable interdependence the probability of a tie from alter to ego might depend on the existence of a tie from ego to alter. Further, it is well known that social interaction is often structured after the principle ‘a friend of a friend is a friend’. The process of network tie formation has to be modeled in such a way that observations are independent conditional on explicitly formulated features of dependency. The exponential random graph model (ERGM) popularized by Wasserman and Pattison (1996) solves this problem for binary network data.\(^1\) The ERGM can be used to test for a lot of hypothesized patterns of network interdependence including the influence of exogenous covariates. However, as will be discussed in section 2.5, this potential is limited by the numerical effort required for parameter estimation.

In section 2.1 a notation for random graphs and network data is introduced and the description of networks using appropriate summary statistics is discussed. It is shown how binary network data can be understood statistically as realizations of a random graph. In section 2.3 the ERGM model class is defined. It is illustrated how a dependence graph is used to deduce affiliated sufficient network statistics.

\(^1\)Wasserman and Pattison (1996) refer to the \(p^*\) model. This term is no longer in use in the literature.
Various dependence assumptions are discussed in section 2.4 which help to formulate realistic models of network tie formation. Maximum likelihood (ML) ERGM estimation, which is introduced in section 2.5, requires Markov chain Monte Carlo (MCMC) methods of network simulation. MCMC-ML ERGM estimation which helps to circumvent the explicit evaluation of the intractable ERGM likelihood function is illustrated. The common problem of model degeneracy is discussed. Finally, a short overview of ERGM extensions and modeling alternatives is given.

### 2.1 Networks as random graphs

In social network analysis the relations between a fixed set of units (nodes) are considered. Typically nodes are actors such as friends within a classroom, employees within an organization, organizations within a political system or national states in the global context. The relational links between two nodes are called edges or ties. Throughout this work we consider only binary ties which may be present or absent but have no relational weight such as the relative importance of a friendship. Consider a fixed set of $n$ nodes that may or may not be connected by a tie. The relation between the pair of nodes $i$ and $j$ may be indicated by a binary random tie variable

$$Y_{ij} = 1, \quad i > j$$

if the two nodes are connected and

$$Y_{ij} = 0, \quad i > j$$

else. If $Y_{ij} = 1$, an edge $y_{ij}$ exists between the two nodes whereas self ties $y_{ii}$ are not allowed for any $i$. If directed relations are considered, the random tie variables $Y_{ij} \neq Y_{ji}$ i.e. it is of concern which of the nodes is sending a tie towards the other node. For undirected relations $Y_{ij} = Y_{ji}$. The collection of all $N$ random tie variables on a fixed set of $n$ nodes is called a random graph $Y$ which may be represented by a $n \times n$ random adjacency matrix. Throughout this work capital letters denote random variables and small letters denote realizations: $Y$ denotes a random graph on $n$ nodes, $Y_{ij}$ denotes a random tie variable. $y$ denotes an observed network represented by an $n \times n$ adjacency matrix and $y_{ij}$ denotes an observed tie. The diagonal of the adjacency matrix $y$ is always empty as self ties
are not allowed. An entry in row \(i\) and column \(j\) represents the observed tie variable \(y_{ij}\). For undirected graphs the adjacency matrix \(y\) is symmetric. If directed graphs (digraphs) are considered the upper and the lower triangular matrices of \(y\) are distinct. For undirected graphs the number of tie variables is

\[
N = \binom{n}{2} = \frac{n(n-1)}{2}.
\]  

(2.1)

Considering directed relations the number of tie variables is

\[
N = n(n-1).
\]  

(2.2)

The set of all possible random graphs \(\mathcal{Y}\) on \(n\) nodes has a size of

\[
\mathcal{G} = 2^{\binom{n}{2}} = 2^{n(n-1)/2}
\]  

(2.3)

for undirected graphs and a size of

\[
\mathcal{G} = 2^{n(n-1)}
\]  

(2.4)

for digraphs. In social network analysis it is useful to define subgraphs of \(k\) nodes with all the corresponding tie variables. These are called \(k\)-subgraphs where the most common subgraphs are on two and three nodes. A 2-subgraph containing the nodes \(i\) and \(j\) is called a dyad \(d_{i,j}\). For directed networks the dyad

\[
d_{i,j} = (Y_{ij}, Y_{ji}), \quad i \neq j \tag{2.5}
\]

consists of the two random tie variables \(Y_{ij}\) and \(Y_{ji}\) and the possibly connected nodes \(i\) and \(j\). For undirected networks \(d_{i,j}\) contains only one tie variable \(Y_{ij}\) possibly connecting \(i\) and \(j\). If \(Y\) is undirected, the 3-subgraph on the triple of actors \(h, i, j\) is the triad

\[
t_{h,i,j} = (Y_{hi}, Y_{ij}, Y_{jh}), \quad h \neq i \neq j \tag{2.6}
\]

where the number of tie variables doubles if \(Y\) is directed. We make the assumption that there are isomorph states that can be observed on \(k\)-subgraphs if the labeling of the contained nodes is ignored. There are four isomorph possible realizations of edge counts within the undirected triad \(t_{h,i,j}\): zero, one, two and three edges. For
example, if there is one single edge in the triad $t_{h,i,j}$, the tie $Y_{hi} = 1$ is isomorphic to $Y_{ij} = 1$ and $Y_{jh} = 1$ as the nodes could be simply relabeled. If $Y$ is a digraph, there are six isomorphic single edge states in the triad $t_{h,i,j}$:

$$\{(Y_{hi} = 1); (Y_{ih} = 1); (Y_{ij} = 1); (Y_{ji} = 1); (Y_{hj} = 1); (Y_{jh} = 1)\}.$$ 

Isomorphism is especially important for states of a triad where the edges form closed triangular configurations. The directed triangle $(y_{hi}, y_{ij}, y_{jh})$ is isomorphic to the directed triangle $(y_{hj}, y_{ji}, y_{ih})$ if the labeling of the nodes is ignored: both states of the triad $t_{h,i,j}$ represent a triangle constructed from non-reciprocal edges with every node sending to only one other node. This state is called a cyclic triad, see figure 2.1, middle panel. As there are $2^2 = 4$ states per directed dyad (empty dyad, two states with a non-reciprocal edge, reciprocal edge) and three dyads nested within a triad there are $2^6 = 64$ possible states of a directed triad. If we ignore the labeling of the nodes there are 16 isomorphic states left. The state of a $k$-subgraph is called a configuration, so there are 16 possible isomorphic configurations on a directed triad. Wasserman and Faust (1994) give details on what they call the triad census and on configurations of $k$-subgraphs with $k > 2$. Isomorphism is important for the homogeneity assumptions needed to identify an ERGM, see section 2.3.

## 2.2 Network statistics

A model for social networks needs to capture interdependencies like reciprocity, homophily due to actor attributes, transitivity and differences in nodal degrees due to activity and popularity of actors, see Snijders (2011). There are various statistics that may be used to describe such patterns in an observed network. Further, some of these statistics may be used as sufficient statistics of a model for network tie formation. An observed network $y$ is a realization of the random graph $Y$ and may be described using a vector of network statistics $s(y)$ containing a collection of functions of $y$. We mainly consider counts of elementary $k$-subgraphs a random graph may be constructed with where usually $k << n$. The simplest network statistic

$$L(y) = \sum_{i<j} y_{ij}$$  \hspace{1cm} (2.7)
is the number of edges within an observed network. It is nested within all other network count statistics. The density of a network

$$D(y) = \frac{L(y)}{N}$$

(2.8)
is the share of the realized edges on all possible edges. (2.8) describes the propensity of the nodes in $y$ to form ties. For social networks typically $0 < D(y) < 0.5$. If both edges within a directed dyad exist, this is called a reciprocal (or mutual) tie with the corresponding network statistic

$$M(y) = \sum_{i<j} y_{ij}y_{ji}$$

(2.9)
called reciprocity (or mutuality). This statistic describes the propensity of nodes in $y$ to answer ties once received. As (2.7) is nested within the mutuality statistic, $M(y) = 1$ corresponds to $L(y) \geq 2$: if there is one mutual tie observed in the network, there must be at least two edges observed.

Network count statistics defined on 3-subgraphs are especially important to social networks analysis. Triads where three nodes are part of a non-empty dyad are called connected triads. Configurations where the edges $y_{hi}$ and $y_{ij}$ share the connected node $i$ but where $Y_{hj} = 0$ are called 2-stars with the corresponding network statistic

$$S_2(y) = \sum_{h<i<j} y_{hi}y_{ij}.$$  

(2.10)

For directed 2-stars there are three cases of interest: if both $h$ and $j$ are sending to $i$, the configuration is called a 2-in-star which has the interpretation of popularity of node $i$. If $i$ is sending to $h$ and $j$, the configuration is called a 2-out-star and has the interpretation of activity of node $i$. If $h$ is sending to $i$ and $i$ is sending to $j$, this special case of $S_2(y)$ is called a 2-path $TP(y)$, see figure 2.1, right panel. This configuration is very important for the concept of transitivity. As not all nodes in the triad are connected in a $S_2(y)$ configuration, the undirected 2-star and the directed 2-path may have the interpretation of skipping others instead of being friends with everyone. Imagine a situation where people prefer to be connected to only one person instead of a group of people which is typical for romantic relations. This tendency is contrasted by a behaviour of nodes similar to ‘a friend
of a friend is a friend’. Human beings tend to have multiple friends resulting in clustered structures of social networks. It is commonly observed that every node in a triad is connected to the other two nodes, so nodes have the tendency to form closed triangles. A network statistic counting such triangular configurations for undirected networks is

\[ T(y) = \sum_{h<i<j} y_{hi}y_{ij}y_{jh} \] (2.11)

where there is only one way to form a closed triangle given an ordered permutation of a triple \( h < i < j \). If \( y \) is directed there are seven isomorph configurations of a triad that form a closed triangle resulting in \( T(y) = 1 \): Two configurations resulting in

\[ [L(y) = 3, M(y) = 0], \]

three configurations with

\[ [L(y) = 4, M(y) = 1], \]

one configuration with

\[ [L(y) = 5, M(y) = 2] \]

and one configuration with

\[ [L(y) = 6, M(y) = 3]. \]

Note that a closed triangle always consists of at least three nested \( S_2(y) \) configurations which highlights how network statistics are nested within each other. Of particular interest is the directed transitive triangle

\[ TT(y) = \sum_{h<i<j} y_{hi}y_{ij}y_{hj}, \] (2.12)

see figure 2.1, left panel. The two ties \( y_{hi} = 1 \) and \( y_{ij} = 1 \) form a 2-path which is closed by \( y_{hj} = 1 \). This is the reason why 2-paths have an interpretation of potential transitive triangles. The occurrence of triangular structures is also referred to as network closure which is important for the concept of clustering and transitivity, see Wasserman and Faust (1994) and Lusher et al., eds (2012).

Configurations of the 3-subgraph are separated into transitive and intransitive
Triads containing an empty dyad cannot be transitive, so 2-paths and 2-stars are intransitive configurations. For undirected networks the closed triangle is a transitive configuration as every node is connected to each other node. A directed triad is transitive if it contains a 2-path, a 2-out-star and a 2-in-star. A directed triangle containing only 2-paths is intransitive as every node is only sending a tie to a single other node, resulting in a cyclic triangle, see figure 2.1, middle panel. The concept of transitivity is important to social network analysis as clustered regions in an observed network may often be constructed from transitive triad configurations. This is typical for friendship networks. If predominantly patterns of intransitivity are at work, this has an interpretation of brokerage which is not expected among friends. Davis (1970) conceptualize transitivity and hierarchy in social networks and examines the role of transitive configurations contributing to clustered regions in an observed graph.

Global transitivity of an undirected network may be measured using the clustering coefficient

\[ C(y) = \frac{3 \cdot T(y)}{S_2(y)}. \]  

(2.13)

Note that every closed triad consists of three nested 2-stars, so the numerator \(3 \cdot T(y)\) leads to a range of \(C(y)\) from 0 to 1. If \(y\) is directed, \(C(y)\) may be computed using directed transitive triangles \(TT(y)\) and directed 2-paths \(TP(y)\) resulting in

\[ C(y) = \frac{3 \cdot TT(y)}{TP(y)}. \]  

(2.14)

In both cases \(C(y)\) may be interpreted as a measure of transitivity as it is a ratio of closed transitive triads and potential transitive triads that are not closed: \(S_2(y)\) could be turned into \(T(y)\) and \(TP(y)\) could be turned into \(TT(y)\) if a closing edge was added. If \(y\) contains a lot of connected triads without observing a single transitive triad, this would result in \(C(y) = 0\). No clustered regions would be observed but rather loosely connected strands of ties forming chain-like structures. In the extreme case of \(C(y) = 1\) a graph would be completely constructed from transitive triangles resulting in one single dense cluster of nodes.

More complex network statistics may be defined on higher order \(k\)-subgraphs. The transitive \(k\)-triangle configuration \(T_k(y)\) consists \(k\) of transitive triangles that
are stacked on the shared edge $y_{hj} = 1$, so the dyad $d_{h,j}$ must not be empty. $T_k(y)$ is also called the edge-wise shared partner statistic $EP_k(y)$ which is an important statistic in modelling observed networks realistically. In addition to the tie $y_{hj} = 1$, the nodes $h$ and $j$ are also connected indirectly via $k$ shared partners. If $y$ is directed, $EP_k(y)$ corresponds to stacking $k$ 2-paths on the directed edge $y_{hj} = 1$.

$$EP_k(y) = \sum_{i=1}^{k} \sum_{h<i<j} y_{hi}y_{ij}y_{hj} \tag{2.15}$$

Similarly, the directed $k$-2-path statistic $TP_k(y)$ counts the number of 2-paths that can be stacked on the shared dyad $d_{i,j}$ while the nodes $i$ and $j$ do not have to be connected, so the dyad $d_{i,j}$ may be empty. Therefore $TP_k(y)$ is also called the dyad-wise shared partner statistic $DP_k(y)$: it is not relevant whether the dyad $d_{i,j}$ contains any edge. The nodes $i$ and $j$ are connected at least via $k$ shared partners.

$$DP_k(y) = \sum_{i=1}^{k} \sum_{h<i<j} y_{hi}y_{ij} \tag{2.16}$$

It is easy to see that $DP_k(y)$ is nested within $EP_k(y)$. Both statistics can also be computed for undirected networks. The directed $k$-triangle and $k$-2-path statistics are illustrated in the center of figure 2.2. The other most common class of network statistics defined on $k$-subgraphs are $k$-star (or $k$-degree) statistics. For undirected
networks the $k$-star statistic is defined as

$$S_k(y) = \sum_{i=1}^{k} \sum_{i<j} y_{ij}. \quad (2.17)$$

$S_1(y)$ is equivalent to $L(y)$ and $S_2(y)$ is equivalent to an undirected $2$-path. In-stars and out-stars are also called in-degrees and out-degrees for directed networks. They have the interpretation of popularity (or attractivity) and activity (or outgoingness) of actors. $k$-star statistics are illustrated on the right hand side of figure 2.2.

There are many more ways to describe network data. We cover only the most fundamental statistics which are needed to understand ERGM model estimation and are commonly used as sufficient statistics, see section 2.3. We do not cover network paths, connectivity and centrality of networks. Wasserman and Faust (1994), Jackson (2008) and Morris et al. (2008) are rich sources on these topics. Also, we do not deal with the visualization of any but very simple graphs using basic plot algorithms. This work will be focused on the distribution of network statistics in order to describe relational data.

### 2.3 Model definition and interpretation

Instead of modeling independent binary tie variables of a network a model is needed for the joint random tie variables in the random graph $Y$. If one wishes to model realistic network interdependencies, the probability distribution of a random tie

**Figure 2.2:** Examples of common directed network statistics, $k = 4$
variable needs to be modeled conditional on the rest of the graph as

$$\Pr(Y_{ij} = y_{ij} | Y_{-ij}).$$

The ERGM popularized by Wasserman and Pattison (1996) offers the potential to model such tie variable interdependencies. It has the basic form of an exponential family distribution

$$\Pr(Y = y | \theta) = \frac{\exp\{\theta' \cdot s(y)\}}{z(\theta)}. \quad (2.18)$$

$s(y) = (s_1(y), \ldots, s_P(y))$ is a collection of $P$ network statistics of the observed network $y$ discussed in section 2.2. The choice of sufficient network statistics $s(y)$ corresponds to a particular pattern of network dependency. $\theta' = (\theta_1, \ldots, \theta_P)$ is a vector of $P$ corresponding model parameters and $z(\theta)$ is a normalizing constant insuring that (2.18) is a proper probability distribution. The normalizing constant

$$z(\theta) = \sum_{\tilde{y} \in \mathcal{Y}} \exp\{\theta' \cdot s(\tilde{y})\} \quad (2.19)$$

requires summation over all $G$ elements in the space of possible graphs

$$\mathcal{Y} = \{\tilde{y}_1, \ldots, \tilde{y}_G\}$$
on $n$ nodes. It is easy to see that even for small networks (2.19) is analytically unavailable as there are too many elements in $\mathcal{Y}$. An undirected graph on $n = 10$ nodes has

$$G = 2^{n(n-1)/2} = 2^{45}$$

possible realizations, whereas a directed random graph on $n = 46$ nodes has

$$G = 2^{n(n-1)} = 2^{2070}$$

possible realizations, a digit which cannot be represented on a standard Windows computer.\footnote{In section 2.5 it will be shown how network simulation can be used to circumvent the evaluation of $z(\theta)$ for ML ERGM estimation.} This is the major problem with ERGM estimation: while evaluation
of the non-normalized kernel of the probability distribution
\[ \exp \{ \theta' \cdot s(y) \} \]
is straightforward, the normalized probability distribution
\[ \frac{\exp \{ \theta' \cdot s(y) \}}{z(\theta)} \]
is unavailable due to the intractability of (2.19). A log-linear representation of (2.18) can be used to avoid the evaluation of (2.19), see section 2.3.2. Methods based on path sampling are available which allow for the estimation of (2.19) and will be discussed in chapter 5.

### 2.3.1 Dependence graphs and sufficient statistics

The a priori choice of statistics in \( s(y) \) corresponds to a hypothesized pattern of self organization of network tie variables, see Snijders et al. (2006). (2.18) depends on the linear combination \( \theta' \cdot s(y) \) where the goal of ERGM estimation is to infer on the unknown parameter vector \( \theta \). The statistics in \( s(y) \) determine the assumption of network dependence and, vice versa, the assumption of conditional independence of network tie variables. Models of the form (2.18) represent a distribution of random graphs which are constructed from the smaller subgraph configurations in \( s(y) \).

Frank and Strauss (1986) impose the assumption of homogeneity of isomorphic network configurations which holds for all models of the form (2.18). E.g. all parameters for reciprocal ties are equated assuming that all nodes have the same propensity to answer received ties. This might not be a very realistic assumption as people do tend to differ in such propensities, but it greatly reduces the number of parameters to be estimated.

Early predecessors of the ERGM like the Bernoulli graph model and the Markov model discussed in section 2.4 are limited in the choice of functions in \( s(y) \). The general form of an ERGM popularized by Wasserman and Pattison (1996) which is further developed by Snijders et al. (2006) may contain arbitrary statistics in \( s(y) \). These statistics may go beyond basic network configurations like the number of edges \( L(y) \) or the number of triangles \( T(y) \) described in section 2.1. \( s(y) \) may also include statistics \( s(y, x) \) which are functions of exogenous covariates \( x \), see section 2.4.5. Further, geometrically weighted network statistics can model complex
patterns of transitivity and clustering, see section 2.4.4.

Models of the form (2.18) have their origin in spacial statistics and statistical mechanics. They are developed from models for spatial interactions in Markov random fields like the Ising model of ferromagnetism in lattice structures, see Ripley (1991) for an overview. Besag (1974) show how an exponential family conditional probability distribution for tie variables in random graphs of size \( n \) of the form

\[
\Pr(Y_{ij} | Y_{-ij})
\]  

(2.20)
can be constructed using subgraph configurations discussed in section 2.2 as sufficient network statistics. \( Y_{-ij} \) is a set of tie variables neighbouring \( Y_{ij} \), so \( Y_{ij} \) depends on its neighbours but is conditionally independent from all other tie variables in the graph. Any singular tie \( Y_{ij} \) is assumed to have non-zero probability

\[
\Pr(Y_{ij}) > 0
\]

and it is further assumed that ties can occur together so that

\[
\Pr(Y_{ij_1}, \ldots, Y_{ij_{n-1}}) > 0.
\]

This is what Besag (1974) call the positive condition which shall be assumed throughout this work. The neighbourhood \( Y_{-ij} \) is defined by the functional form of (2.20).

Frank and Strauss (1986) extend (2.20) to what they call Markov random graphs where \( Y_{ij} \) is a random tie variable in a graph on \( n \) nodes. \( Y_{-ij} \) are the other tie variables in the graph so that

\[
\Pr(Y_{ij} = 1 | Y_{-ij}, \mathcal{G}).
\]

The dependence of \( Y_{ij} \) on other tie variables \( Y_{-ij} \) is defined by a so called dependence graph \( \mathcal{G} \) which implies certain network configurations like triangles and \( k \)-stars as sufficient network statistics of (2.20), see section 2.4. \( \mathcal{G} \) is an undirected graph where the \( N \) tie variables of the observed network \( y \) are nodes. \( \mathcal{G} \) connects the tie variables that are assumed to be dependent. If all tie variables are assumed to be independent, \( \mathcal{G} \) is an empty graph as illustrated on the left panel of figure.
Figure 2.3: Three dependence graphs on a small directed network on \( n = 3 \) nodes with \( N = 6 \) tie variables resulting from different assumptions of conditional independence. Unconnected tie variables are assumed to be conditionally independent.

**Left panel:** Tie variables are assumed to be independent, empty graph.

**Middle panel:** Reciprocal ties are assumed to depend on each other, blue lines indicate the dependence assumption of reciprocity.

**Right panel:** In addition ties within cyclic triads like \((y_{12}, y_{23}, y_{31})\) are assumed to depend on each other, red lines indicate the dependence assumption of cyclic triangulation.

2.3: no dependence relations exist in \( \mathcal{G} \), where

\[
\Pr(Y_{ij} = 1|Y_{-ij}, \mathcal{G}) = \Pr(Y_{ij} = 1).
\]

If a pattern of reciprocity is assumed for a directed graph, mutual tie variables \( Y_{ij} \) and \( Y_{ji} \) are connected in \( \mathcal{G} \), see the middle panel of figure 2.3. The probability of a directed tie depends only on the other tie variable in the dyad so that

\[
\Pr(Y_{ij} = 1|Y_{-ij}, \mathcal{G}) = \Pr(Y_{ij} = 1|Y_{ji}).
\]

If a particular pattern of triadic interdependence like cyclic triangulation is assumed, \( \mathcal{G} \) gets denser, see the right panel of figure 2.3. The two possible cyclic triangles on \( n = 3 \) nodes are \((y_{12}, y_{23}, y_{31})\) and \((y_{13}, y_{32}, y_{21})\). If all triangles of the triad census were allowed, \( \mathcal{G} \) on \( n = 3 \) nodes would be a full graph with every tie variable connected to each other (not shown). Robins and Pattison (2005) give details on the dependence graph ranging from basic lattice models to the ERGM (2.18). More detailed illustrations of various dependence graphs are given in Koskinen and Daraganova (2012).

Frank and Strauss (1986) use \( \mathcal{G} \) to translate assumptions of conditional independence into counts of network statistics. They use the Hammersley-Clifford
Theorem of Besag (1974) to prove that a random graph model can be formulated in an exponential form using counts of network subgraphs as sufficient statistics. \( \mathfrak{S} \) directly defines the sufficient statistics of an ERGM, see also Wasserman and Pattison (1996). These statistics can be interpreted as elementary subgraphs a random graph \( Y \) may be constructed with, which was a major breakthrough in modeling random graphs in those days.

An important assumption is that all subgraph configurations representing a sufficient network statistic are homogenous, e.g. all edges and triangles have the same probability to occur in the graph. The homogeneity assumption allows for a log-linear interpretation of (2.18) where simple counts of sufficient network statistics can be used. Throughout the rest of this work we refrain from explicitly conditioning on \( \mathfrak{S} \). We will define the set of sufficient network statistics \( s(y) \) a priori and implicitly assume the corresponding dependence graph \( \mathfrak{G} \).

### 2.3.2 Log-linear formulation

Strauss and Ikeda (1990) give a log-linear formulation of (2.18) where the probability of an existing tie from \( i \) to \( j \) is modeled conditional on all other tie variables of the observed network \( y \):

\[
\Pr(Y_{ij} = 1 | Y_{-ij}) = \frac{\Pr(Y = y_{ij}^+)}{\Pr(Y = y_{ij}^+) + \Pr(Y = y_{ij}^-)}
\]

(2.21)

where \( y_{ij}^+ \) is the observed network \( y \) with the tie variable \( Y_{ij} = 1 \) being forced to be one and \( y_{ij}^- \) is the observed network \( y \) with \( Y_{ij} = 0 \) being forced to be zero, see Wasserman and Pattison (1996). \( y_{ij}^+ \) and \( y_{ij}^- \) differ only in the value of the tie variable \( Y_{ij} \). Using (2.18), equation (2.21) can be reformulated as

\[
\Pr(Y_{ij} = 1 | Y_{-ij}, \theta) = \frac{\exp\{\theta' \cdot s(y_{ij}^+)\}}{\exp\{\theta' \cdot s(y_{ij}^+)\} + \exp\{\theta' \cdot s(y_{ij}^-)\}}.
\]

(2.22)

A single tie can be modeled conditional on the rest of the graph while the intractable normalizing constant \( z(\theta) \) cancels in (2.22). Logistic regression allows to analyze the odds of a binary outcome which in this case is

\[
\frac{\Pr(Y_{ij} = 1 | Y_{-ij}, \theta)}{\Pr(Y_{ij} = 0 | Y_{-ij}, \theta)} = \frac{\exp\{\theta' \cdot s(y_{ij}^+)\}}{\exp\{\theta' \cdot s(y_{ij}^-)\}} = \exp\{\theta' [s(y_{ij}^+) - s(y_{ij}^-)]\}.
\]

(2.23)
Figure 2.4: Change in network statistic counts on edges, 2-stars and triangles of a small undirected network on \( n = 3 \) nodes if the random tie variable \( Y_{ij} \) is changed from zero (left panel) to one (right panel).

The change statistics

\[
\delta_{ij} = \left[ s(y^+_{ij}) - s(y^-_{ij}) \right]
\]

(2.24)

represent the \( 1 \times P \) vector of change in the sufficient network statistics \( s(y) \) if the tie variable \( Y_{ij} \) is toggled from 0 to 1. A simple example of change statistics for an undirected graph is given in figure 2.4. Three statistics are considered in \( s(y) \): the number of edges \( L(y) \), the number of 2-stars \( S_2(y) \) and the number of triangles \( T(y) \). If the tie \( y_{ij} \) is added, the number of edges increases by one to \( L(y) = 3 \). As this tie now closes a triangle, \( T(y) \) is increased from zero to one. But an undirected triangle also consists of three 2-stars increasing the corresponding count from one to three. So the resulting change statistics are

\[
\delta_{ij} = [L(y) + 1; S_2(y) + 2; T(y) + 1].
\]

Using (2.24) in (2.23) yields the odds

\[
\frac{\Pr(Y_{ij} = 1|Y^-_{ij}, \theta)}{\Pr(Y_{ij} = 0|Y^-_{ij}, \theta)} = \exp\{\theta' \cdot \delta_{ij}\}.
\]

(2.25)

Taking the log from (2.25) yields what Wasserman and Pattison (1996) call the logit \( p^\ast \) model

\[
\omega_{ij} = \ln \left\{ \frac{\Pr(Y_{ij} = 1|Y^-_{ij}, \theta)}{\Pr(Y_{ij} = 0|Y^-_{ij}, \theta)} \right\} = \theta' \cdot \delta_{ij}.
\]

(2.26)

\( \omega_{ij} \) are the log odds (logit) of a tie being present using the change statistics this tie induces. In the logit formulation of the ERGM the change statistics \( \delta_{ij} \) have the role of explanatory variables in modeling \( \Pr(Y_{ij} = 1|Y^-_{ij}, \theta) \). The random tie
variable depends on the change in network statistic counts $\delta_{ij}$ induced by toggling $Y_{ij}$ from zero to one. This allows for a log linear interpretation of the ERGM similar to logistic regression. Examples will be given in section 2.4.

### 2.4 Dependence assumptions

Before encountering the general form of the ERGM simpler exponential family models for random graphs are considered. All models presented in this section are of the form (2.18) but differ in the choice of sufficient networks statistics in $s(y)$ which define different dependence assumptions.

#### 2.4.1 The Bernoulli random graph model

The Bernoulli random graph model of Erdős and Renyi (1959) represents the simplest form of an ERGM with the number of observed edges $L(y)$ as the only sufficient network statistic in $s(y)$. It assumes the tie variable $Y_{ij}$ to be completely independent from the rest of the graph $Y_{-ij}$. This might be a rather unrealistic assumption but it will facilitate an understanding of how the ERGM class works. All independent $N = n(n-1)$ tie variables in the directed random graph $Y$ on $n$ nodes follow a Bernoulli distribution with

$$
\Pr(Y_{ij} = 1|Y_{-ij}) = \Pr(Y_{ij} = 1) = \vartheta
$$

as the only parameter. So the probability of observing the network $y$ can simply be expressed using the constant probabilities of the independent ties resulting in

$$
\Pr(Y = y|\vartheta) = \prod_{i>j} \vartheta^{y_{ij}} \cdot (1 - \vartheta)^{1-y_{ij}} = \frac{\exp \left\{ L(y) \ln \left( \frac{\vartheta}{1 - \vartheta} \right) \right\}}{\exp \left\{ -N \ln(1 - \vartheta) \right\}},
$$

(2.27)

see appendix A.1 for details. If we consider

$$
\vartheta = \ln \left( \frac{\vartheta}{1 - \vartheta} \right)
$$
it is easy to see that the enumerator of (2.27)

\[
\exp \left\{ L(y) \ln \left( \frac{\vartheta}{1 - \vartheta} \right) \right\} = \exp \{ \theta \cdot L(y) \}
\]

is the kernel of an ERGM in the sense of (2.18) with the only parameter \( \theta \) and the only sufficient network statistic \( L(y) \). The denominator of (2.27)

\[
\exp \{-N \ln(1 - \vartheta)\} = z(\theta)
\]

is the corresponding normalizing constant, see the proof in appendix A.1. \( z(\theta) \) does not depend on \( y \): it does not contain \( L(y) \) and is a constant if the number of nodes \( n \) and the probability of tie formation \( \vartheta \) are known. If \( \vartheta = 0 \) no ties are possible and the empty graph is the only element in \( \mathcal{Y} \). This leads to the simplest ERGM possible

\[
\Pr(Y = y|\theta) = \frac{\exp\{\theta \cdot L(y)\}}{z(\theta)}
\]

(2.28)

where \( \theta = \ln(\vartheta/(1 - \vartheta)) \) directly corresponds to the Bernoulli distribution of the independent tie variables. Note the assumption of tie variable homogeneity for the ERGM, so in the model (2.28) all ties have the same probability

\[
\Pr(Y_{ij} = 1|\theta) = \vartheta = \frac{e^\theta}{1 + e^\vartheta}
\]
to occur.

The log-linear interpretation of the ERGM model class is based on the change statistics (2.24), see section 2.3.2. For any ERGM of the form (2.28) it holds that \( \delta_s(y_{ij}) = 1 \) as \( s(y) \) contains only the edge count \( L(y) \). This results in the log odds of a present tie

\[
\omega_{ij} = \theta \cdot \delta_s(y_{ij}) = \theta
\]
as changing the tie variable \( Y_{ij} \) from zero to one will increase \( L(y) \) by +1. A negative value of \( \theta \) has the interpretation that the mechanism of tie formation at work prefers to have less ties present in the network. In this case the odds

\[
\frac{\Pr(Y_{ij} = 1|\theta)}{\Pr(Y_{ij} = 0|\theta)} = \exp \{ \omega_{ij} \} = e^\theta
\]
of a tie present are smaller than one. This is typical for social networks which tend to be sparse graphs with \( L(y) < N \) and \( D(y) < 0.5 \).

Due to the simplicity of (2.28) the Bernoulli random graph model is well suited to get a deeper understanding of the ERGM class. Consider a simple directed network on \( n = 2 \) nodes consisting of \( N = n(n - 1) = 2 \) tie variables \((Y_{ij}, Y_{ji})\). The number of possible graphs is \( \mathcal{G} = 2^{n(n-1)} = 4 \) which can easily be listed:

\[
\mathcal{Y} = \{\tilde{y}_1 = (Y_{ij} = 0, Y_{ji} = 0), \quad \tilde{y}_2 = (Y_{ij} = 1, Y_{ji} = 0), \quad \tilde{y}_3 = (Y_{ij} = 0, Y_{ji} = 1), \quad \tilde{y}_4 = (Y_{ij} = 1, Y_{ji} = 1)\}.
\]

The possible realizations of sufficient network statistics are

\[
s(\mathcal{Y}) = \{L(\tilde{y}_1) = 0, L(\tilde{y}_2) = 1, L(\tilde{y}_3) = 1, L(\tilde{y}_4) = 2\}
\]

using \( s(\tilde{y}) = L(\tilde{y}) = \sum_{i>j} \tilde{y}_{ij} \). If we observe the network

\[
y = (y_{ij} = 1, y_{ji} = 0),
\]

we yield the ML estimate

\[
\hat{\theta} = \frac{\sum y_{ij}}{n(n-1)} = \frac{L(y)}{N} = \frac{1}{2},
\]

thus

\[
\hat{\theta} = \ln \left( \frac{\hat{\theta}}{1 - \hat{\theta}} \right) = 0.
\]

This value has the interpretation that the mechanism of tie formation at work is indifferent to adding any tie as the log odds of observing \( y \)

\[
\omega_{ij} = \hat{\theta} = 0.
\]

The odds of a tie present are exactly one. Adding a tie does not render \( y \) more unlikely as it would be the case with \( \hat{\theta} < 0 \). The kernel of the ERGM is

\[
\exp \{\theta \cdot s(y)\} = \exp \{0 \cdot 1\} = 1,
\]
and the normalizing constant\(^3\) may easily be calculated as

\[ \sum_{\tilde{y} \in \mathcal{Y}} \exp \{ \theta \cdot s(\tilde{y}) \} = \mathcal{G} \cdot 1 = 4. \]

So the ERGM can be evaluated explicitly\(^4\) as

\[ \Pr(Y = y) = \Pr(Y_{ij} = 1, Y_{ji} = 0) = \frac{1}{4}. \]

The Bernoulli random graph model is also suitable to illustrate the relation between the ERGM parameter vector \(\theta\) and the expected value of sufficient networks statistics \(\mathbb{E}_\theta [s(y)]\) for the random graph \(Y\). If \(\theta = 0\), we expect that 50\% of all possible network ties are observed resulting in a rather dense networks, so

\[ \mathbb{E}_\theta [L(Y)] = \frac{N}{2}. \]

Typically, social networks are sparse graphs with \(D(y) < 0.5\), resulting in a negative parameter values of the edge statistic \(L(y)\) for almost any ERGM and \(\mathbb{E}_\theta [L(Y)] < \frac{N}{2}\).

Note that the log-linear interpretation of (2.28) is equivalent to a logistic regression model with the intercept as only parameter. As long as no subgraph configurations except of the edge statistic \(L(y)\) are used, an ERGM could also be estimated using logistic regression as the tie variables are assumed to be independent. However, it is the strength of the ERGM class to model such interdependencies which will be discussed in the next subsections.

### 2.4.2 The dyad independence model

The dyad independence model is the first model to capture at least some interdependence within a directed graph, see Holland and Leinhardt (1981) who call it

---

\(^3\)Note that the normalizing constant of any ERGM with all elements in the parameter vector \(\theta\) equal to zero is the number of possible graphs \(\mathcal{G}\). This will be useful in estimating the normalizing constant explicitly, see section 5.3.2.

\(^4\)While the evaluation of a Bernoulli random graph model is trivial, the calculation of \(z(\theta)\) is impossible for networks of even moderate size of say \(n = 6\) nodes if the ERGM specification is more complex. The R (R Development Core Team, 2011) package \texttt{ergm} (Handcock et al., 2008) offers a function to explicitly list \(\mathcal{Y}\) for directed networks of up to 5 nodes and evaluating the ERGM with exact calculation of \(z(\theta)\).
the $p$-1 model, and Fienberg and Wasserman (1981). While two dyads $d_{i,j}$ and $d_{k,l}$ are independent, the two tie variables $(Y_{ij}, Y_{ji})$ within the dyad $d_{i,j}$ do depend on each other. This represents a typical reciprocal pattern of tie variable self organizations in social networks as actors tend to answer ties they once received. The dyad independence ERGM is

$$\Pr(Y = y|\theta) = \exp\{\theta_L \cdot L(y) + \theta_M \cdot M(y)\}.$$ 

(2.29)

In contrast to (2.28), now the number of reciprocal edges $M(y)$ is added as sufficient network statistic. The log-linear interpretation of (2.29) requires the evaluation of the change statistics using $\theta' \cdot \delta_{ij}$ for the added tie variable $Y_{ij} = 1$. In contrast to the Bernoulli random graph model, now there are two possible values. If $Y_{ji} = 0$, the additional tie $Y_{ij} = 1$ will only increase the edge count $L(y)$ by one and will not create a mutual edge. An isolated tie within an empty dyad will be generated.

Assume the parameter values $\theta' = (\theta_L = -1; \theta_M = 2)$. This results in the change statistics

$$\delta_{ij} = \{ L(y)_{\delta} = +1; M(y)_{\delta} = 0\}$$

and the log odds

$$\omega_{ij} = -1 \cdot 1 + 2 \cdot 0 = -1.$$

Adding an isolated tie renders the network more unlikely.

If the directed tie $Y_{ji} = 1$ already exists, $Y_{ij} = 1$ will create a mutual edge within a non-empty dyad, resulting in

$$\delta_{ij} = \{ L(y)_{\delta} = +1; M(y)_{\delta} = +1\}$$

as both a new tie and a mutual tie are created. In this case the log odds of observing $Y_{ij} = 1$ is

$$\omega_{ij} = \theta_L \cdot L(y)_{\delta} + \theta_M \cdot M(y)_{\delta} = -1 \cdot 1 + 2 \cdot 1 = 1.$$

If $Y_{ij} = 1$ creates a mutual edge, the log odds of that tie $\omega_{ij}$ will be increased from $-1$ to $1$ by $2$. Equivalently, the odds of a tie is increased by the factor

$$e^2 = 7.389$$

if this tie creates a mutual edge. The mechanism of tie formation at work prefers
to have edges within non-empty dyads rather than isolated edges. Non-reciprocal edges are much more unlikely than mutual edges within a dyad. This is a typical pattern of human behaviour, as for example friendship, cooperation and romantic relations are reciprocal by nature or are at least unlikely to persist if they are not reciprocated.

2.4.3 The Markov model

In order to capture patterns of transitivity common in social networks, Frank and Strauss (1986) introduced the Markov assumption of network dependence: all random tie variables are independent *unless* they share a node. If the random variables $Y_{ij}$ and $Y_{kl}$ are independent conditional on all other random variables in the graph $Y_{(i,j,k,l)}$, but $Y_{ij}$ and $Y_{jk}$ do depend given $Y_{(i,j,k)}$, $Y$ is a Markov graph. $Y_{ij}$ and $Y_{jk}$ depend on each other as they share the node $j$. This requires sufficient network statistics defined at least on the 3-subgraph such as triangles and 2-stars. Frank and Strauss (1986) discuss the basic triad model defined on the 3-subgraph using triangle and 2-star counts

$$
Pr(Y = y|\theta) = \frac{\exp\{\theta_L \cdot L(y) + \theta_S \cdot S_2(y) + \theta_T \cdot T(y)\}}{z(\theta)}.
$$

(2.30)

2.30 is the simplest ERGM that fulfills the assumption of Markov dependence and can be extended by including higher order star configurations $S_{k=3}(y), \ldots, S_{k=n-2}(y)$ defined on $k$-subgraphs up to $k = n - 2$. Historically, the Markov model is the first ERGM that can model complex patterns of social behaviour like transitivity by dropping the strong and unrealistic assumption of dyadic independence.

Assume the parameter vector of (2.30) to be

$$
\theta' = (\theta_L = -1, \theta_S = 0.5, \theta_M = 1.5).
$$

If $Y_{ij} = 1$ closes a triangle, the resulting change statistics are

$$
\delta_{ij} = \{L(y)_\delta = +1; S_2(y)_\delta = +2; T(y)_\delta = +1\},
$$

see the example in figure 2.4. The resulting logit of $Y_{ij} = 1$ is positive as

$$
\omega_{ij} = -1 \cdot 1 + 0.5 \cdot 2 + 2 \cdot 1 = 1.5.
$$
If no triangle is closed but a two star is created the logit is

$$\omega_{ij} = -1 \cdot 1 + 0.5 \cdot 1 + 2 \cdot 0 = -0.5$$

which has the interpretation that ties are more likely to occur within triangles than within 2-stars. If neither a triangle is closed nor a 2-star is created, the logit is

$$\omega_{ij} = -1 \cdot 1 + 0.5 \cdot 0 + 2 \cdot 0 = -1.$$ 

This has the interpretation that isolated ties are the most unlikely edges to occur whereas ties are most likely to occur within triangles.

A logistic regression interpretation of (2.30) requires an assumed *ceteris paribus* unit increase in the change statistic of the corresponding parameter. If all change statistics except $L(y)_{ij}$ are zero, $\omega_{ij} = -1$ represents the baseline propensity to form isolated ties. $\theta_L$ has an interpretation equivalent to the intercept in logistic regression models. If $S_2(y)_{ij}$ is increased by one, *ceteris paribus*, the logit of a tie creating a 2-star is increased by the factor $e^{\theta_S} = 1.649$. If $T(y)$ is increased by one, *ceteris paribus*, the logit of a tie closing a triangle is increased by the factor $e^{\theta_T} = 4.482$. Note that $T(y)$ cannot be increased without increasing the nested $S_2(y)$ and $L(y)$, thus the *ceteris paribus* interpretation.

### 2.4.4 The social circuit model

While Wasserman and Pattison (1996) popularized the ERGM for social network modeling using the Markov dependence assumption, the resulting ERGM model specifications often lead to unreasonable parameter estimates of $\theta$. The Markov model is plagued by a phenomenon called model degeneracy as discussed in Handcock (2003a) and Handcock (2003b). It causes non-convergence of the MCMC-ML scheme used to estimate ERGM parameters, see section 2.5.4. A degenerate model will provide useless parameter estimates $\hat{\theta}$ and nonsensical network simulations given those parameter estimates. Simulating data from $p(y|\hat{\theta})$ the resulting networks tend to be mixtures of empty graphs with not a single tie present and full graphs with all possible ties present. Using network simulations model degeneracy will be illustrated in section 2.5.4.

What first was considered an algorithmic problem in optimizing the likelihood function was found to be a problem of the network statistics used in the Markov mo-
Figure 2.5: A directed 4-cycle (right panel) may be represented as $EP_2(y)$ or as $DP_2(y)$ (left panel), depending on whether the dashed tie exists.

del, see Snijders et al. (2006) and Schweinberger (2011). The Markov assumption is still too restrictive and unrealistic to capture tie variable dependence of observed social networks. To ameliorate this problem Snijders et al. (2006) develop a new ERGM specification to capture complex patterns of transitivity. This development stage of the ERGM is called the social circuit model. New parameters capturing network transitivity are introduced which require a less restrictive assumption of network dependency. The assumption of the Markov graph by Frank and Strauss (1986) is replaced with the partial conditional dependence assumption introduced by Pattison and Robins (2002): two dyads are dependent if they share a node or if they are part of a 4-cycle. Imagine the situation of married couples: if the two husbands are friends, the wives are also more likely to know each other. Clustering and transitivity may not only occur in the form of triangular subgraphs like $T(y)$ but also in 4-cycles with potential diagonal tie variables. Note that a 4-cycle may also be represented by a shared partner statistic like the 2-triangle $EP_2(y)$ or the 2-2-path $DP_2(y)$, see figure 2.5. The partial conditional dependence assumption is more realistic than the Markov assumption but also requires more complex network statistics based on $k$-triangles and $k$-2-paths. Snijders et al. (2006) develop statistics such as the alternating $k$-triangle and the alternating $k$-2-path: a single statistic represents the whole distribution of possible $k$-triangles and $k$-2-paths with $k$ ranging from 1 to $n - 2$ shared partners. The sign of subsequent $k$-statistics is toggled, so if $k - 1$ has a positive sign, $k$ will be negative, $k + 1$ again positive.

\footnote{Snijders et al. (2006) also propose a new specification for $k$-stars capturing network hierarchy which do not require the partial conditional dependence assumption. In this work the discussion is restricted to network statistics capturing transitivity.}
and so on. This helps to prevent the avalanche effect causing model degeneracy, see section 2.5.4.

Hunter (2007) propose a slight modification of the statistics introduced by Snijders et al. (2006) using geometrically weighted $EP_k(y)$ and $DP_k(y)$ statistics. A dampening parameter regulates the influence of higher degrees of shared partners to the respective change statistics. The most important configuration for modeling transitivity in the social circuit model is the geometrically weighted edge-wise shared partner statistic (GWESP): the distribution of $EP_k$ with $(k = 1, \ldots, n - 2)$ is represented using a geometric series resulting in the $GWESP(y)$ statistic

$$GWESP(y) = e^{\alpha E} \sum_{k=1}^{n-2} \left(1 - (1 - e^{-\alpha E})^k\right)EP_k(y). \quad (2.31)$$

$EP_k(y)$ is the number of transitive $k$-triangles in the network, see section 2.2. The geometric series

$$1 - (1 - e^{-\alpha E})^k$$

helps to prevent the avalanche effect of model degeneracy described in Snijders et al. (2006), see also section 2.5.4. The tuning parameter $\alpha E$ controls the weight of the contribution of higher degrees of shared partners to the change statistics used in the log linear ERGM formulation. Goodreau et al. (2009) give a detailed illustration of how $\alpha E$ affects the change statistics. Their work is also a rich source on patterns of transitivity and how they can be modeled using the $GWESP(y)$ statistic. Tuning of $\alpha E$ may be used to focus on smaller or larger clusters of nodes, e.g. $\alpha E = 0.1$ puts most weight on small clusters with $k \leq 2$, whereas $\alpha E = 1.5$ puts substantial weight on larger clusters with $k \geq 10$. This is important for two reasons: First, it is possible to tune (2.31) for a good representation of the observed network as $\alpha E = 10$ would not make any sense in a tiny network of only five nodes. Second, tuning of $\alpha E$ can be used to prevent model degeneracy. It may happen that a particular value of $\alpha E$ is plausible for the observed network which might show substantial transitivity, but the parameter estimate $\hat{\theta}$ lead to a degenerate distribution $S(y|\hat{\theta}, \alpha E)$ of the relevant network statistics. While reducing $\alpha E$ will reduce the potential of the ERGM to completely explain the observed transitivity, this reduction might prevent model degeneracy. A more limited model might be better than a model which cannot be estimated.

The second important statistic introduced by Hunter (2007) is the geometrically
weighted dyad-wise shared parter (GWDS\(P\)) statistic:

\[
GWDS\(P\)(y) = e^{\alpha_D} \sum_{k=1}^{n-2} \left( 1 - (1 - e^{-\alpha_D})^k \right) DP_k(y).
\] (2.32)

Using \(DP_k(y)\) this results in a different interpretation than (2.31): (2.32) represents structural holes and the behavior to skip other nodes in the network. This behavior is the opposite of transitive triad closure so \(GWDS\(P\)(y)\) is some kind of counterpart to \(GWDS\(P\)(y)\). Again, the tuning parameter \(\alpha_D\) is used to focus on a certain range of shared partners. The same geometric series as in (2.31) is used to prevent model degeneracy. (2.31) and (2.32) may be used together in a social circuit ERGM where \(\alpha_E\) and \(\alpha_D\) do not have to be equal. Typically, the parameter estimate for \(GWE\(S\)(y)\) is positive representing the transitive pattern of ‘a friend of a friend is a friend’. The \(GWDS\(P\)(y)\) parameter is typically negative if a single dense cluster is observed and may be positive if separate clustered cliques of nodes exist. A positive parameter for \(GWDS\(P\)(y)\) and a negative parameter for \(GWE\(S\)(y)\) is untypical for friendship networks.

Morris et al. (2008) give an overview of possible network statistics in \(s(y)\) which may also include geometrically weighted degree distributions (or geometrically weighted stars) and a variety of networks statistics involving exogenous covariates \(x\). Hunter et al. (2013) show how almost any sufficient ERGM statistic may be constructed and implemented in the \texttt{ergm} suite (Hunter et al., 2008a).

### 2.4.5 Including exogenous covariates

The Markov model is restricted to endogenous sufficient network statistics \(s(y)\) which are counts of network subgraph configurations. Wasserman and Pattison (1996) extend the ERGM family to exogenous network statistics \(s(y, x)\) which may also be functions of exogenous covariates \(x\). Such network statistics may be used to model dependencies within the graph on nodal and dyadic attributes. Network statistics depending on a function of nodal attributes \(b(x_i)\) of actor \(i\) are of the form

\[
\sum_{i>j} y_{ij} b(x_i)
\] (2.33)
which indicates a higher propensity to form ties if the value of $b(x_i)$ is higher and the corresponding parameter is positive. If $y$ is directed, (2.33) may represent a higher popularity or activity with $b(x_i)$ increasing. If the attributes of two actors within a dyad are considered, effects like attribute homophily may be modeled. Dyadic attribute network statistics are of the form

$$\sum_{i>j} y_{ij} b(x_i, x_j).$$  \hfill (2.34)

The main effect of both attributes is simply

$$b(x_i, x_j) = x_i + x_j.$$  

A second-order effect indicating homophily or similarity on the attribute is

$$b(x_i, x_j) = I\{x_i = x_j\}$$

where $I\{x_i = x_j\}$ may by a binary indicator of $i$ and $j$ belonging to the same group. Continuous measures of similarity are also possible. (2.34) may represent a higher propensity to share ties with nodes that are similar on a particular measure or that belong to the same group.

The general ERGM including endogenous and exogenous network statistics takes the form

$$\Pr(Y = y|x, \theta) = \frac{\exp\left\{\sum_{l=1}^{P} \theta_l \cdot s_l(y, x)\right\}}{z(\theta)}$$  \hfill (2.35)

where $\theta = (\theta_1, \ldots, \theta_P)$ is the vector of parameters assigned to the network statistics $s_1(y, x), \ldots, s_P(y, x)$. The total number of parameters is

$$P = Q + R$$

where $Q$ is the number of sufficient statistics based on exogenous covariates and $R$ is the number of endogenous subgraph configurations. Throughout this work we will assume the partial conditional dependence assumption of the social circuit model discussed in section 2.4.4. We will use the corresponding set of sufficient network statistics in $s(y, x)$, so (2.35) is a generalization of (2.18).
Models of the form (2.35) are appealing as they are able to incorporate three sources of transitivity in social networks: Hierarchy in the degree distribution due to nodal attributes, social selection processes due to homophily effects and social processes of endogenous network self organization, see Snijders et al. (2006). After including effects based on exogenous covariates, endogenous network statistics like transitive triads can be added evaluating whether there is transitivity beyond social selection and hierarchy at work in the network. In chapter 3 transitivity caused by exogenous covariates and endogenous network self organization will be discussed.

2.5 Maximum likelihood estimation and network simulation

In frequentistic statistics parameter estimation requires the maximization of the likelihood function. The maximum likelihood (ML) estimate $\hat{\theta}$ is the value maximizing the likelihood function. Typically, networks are unique and repeated sampling from a population of graphs is not possible. Therefore the ERGM likelihood is equivalent to (2.18). This is the reason why some authors, e.g. Lusher et al., eds (2012), do not distinguish between the ERGM probability distribution and the ERGM likelihood. Simulating networks is crucial for ML ERGM parameter estimation. As the normalizing constant (2.19) of the ERGM (2.18) is analytically not tractable, MCMC methods are needed for ML parameter estimation which will be discussed in section 2.5.2. This requires efficient MCMC simulation of networks, see section 2.5.1. Given a vector of parameter estimates $\hat{\theta}$ network simulation can further be used for goodness-of-fit evaluation, see section 2.5.3 and chapter 3. Network simulation may further be used to circumvent the evaluation of (2.19) in Bayesian ERGM estimation, see chapter 4, and to explicitly estimate the ERGM normalizing constant (2.19) as discussed in chapter 5.

2.5.1 Simulating Networks

Before discussing ML estimation of the ERGM class a MCMC approach for network simulation has to be introduced. A Metropolis-Hastings (MH) sampler may be used
to simulate a sequence of $R$ networks on $n$ nodes

$$y_{θ} = y^{(1)}, \ldots, y^{(R)}$$

from $p(y|θ_h, m_h)$ given an ERGM specification $m_h$ represented by a fixed vector of parameters $θ_h$. This vector may be obtained from ML or Bayesian parameter estimation, see section 2.5.2 and chapter 4. It may also be chosen arbitrarily to compare the influence of $M$ different model specifications $m_1, \ldots, m_M$ as will be illustrated in the simulation example in this section. The MH sampler is initialized with an empty graph. For each iteration $r$ a new network $y^*$ is proposed by randomly selecting a single pair of nodes $i$ and $j$ in the previous state of the chain $y^{(r-1)}$ and toggling it to

$$y^*_{ij} = 1 - y_{ij}^{(r-1)}.$$ 

The proposed network $y^*$ and the previous draw $y^{(r-1)}$ differ only in the value of the toggled tie $y^*_{ij}$. The probability of accepting the proposed network $y^*$ is

$$a_{TNT} = \min \left\{ 1, \frac{Pr(Y = y^*|θ_h, m_h)}{Pr(Y = y^{(r-1)}|θ_h, m_h)} = \frac{\exp \{θ'_h \cdot s(y^*)\}}{\exp \{θ'_h \cdot s(y^{(r-1)})\}} \right\} \tag{2.36}$$

where the normalizing constant $z(θ_h)$ cancels. It is important to note that simulating from an ERGM is possible without knowing its normalizing constant. This allows for MCMC parameter estimation, see section 2.5.2. Such a MH sampler may require a substantial number of burn-in draws to be discarded before it converges to the distribution of interest $p(y|θ_h, m_h)$. Everitt (2012) recommends that every tie variable should have the chance to get toggled which requires a burn-in period of at least $N$ iterations. After convergence a set of networks may be sampled using a long enough thinning interval between subsequent draws. So there is no need to restart the algorithm if multiple samples are required.

Selecting a pair of nodes at random may lead to bad mixing of the MH sampler as social networks are typically sparse with a relatively low share of present ties and a high share of empty dyads. Way more toggles from an empty dyad to a new tie would be proposed than vice versa. In order to improve mixing, Morris et al. (2008) propose to select an empty dyad or an existing tie with a probability of 50% which dramatically accelerates the mixing and thus the convergence of the MH sampler. Their approach is called the "tie-no-tie" sampler (TNT) and is the default method
of simulating networks from a likelihood in the \texttt{ergm} package, see Hunter et al. (2008a). Throughout this work the TNT sampler is used for network simulation. See also Snijders (2002) on MCMC network simulation. There, Gibbs sampling is discussed in order to simulate random graphs by subsequent full conditional draws of single tie variables given the rest of the graph. However, Gibbs sampling for network simulation is computational less efficient than the TNT sampler, see Hunter et al. (2008a), and is usually not applied.

In a small simulation study it shall be illustrated how the TNT sampler works. We mimic the data structure of the well known friendship network of Krackhardt (1987) on managers in a high tech company. A toy network with an reduced set of only $n = 10$ actors with two nodal covariates is generated which are also found in the original study. The nodal attributes are the hierarchical position (three ordered levels) and the department (four unordered categories) a node is affiliated with, see table 2.1.

<table>
<thead>
<tr>
<th>node</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>level</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>department</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 2.1: Simulated toy networks: Exogenous covariates of simulated networks

Obviousely, node 1 is the chief executive officer (CEO) of the company being the only actor with a level value of 1 and working alone in department 0, just like in the original data set. Using these two nodal attributes three undirected dyadic covariates are computed:

1. \textit{Level difference}:
   
   Absolute value of the difference in hierarchical levels of two nodes ranging from 0 to 2.

2. \textit{Same level}:
   
   Binary covariate indicating whether two actors have the same hierarchical level.

\footnote{While the real network on $n = 21$ nodes will be analyzed in chapter 4, a smaller toy network is suited for the purpose of illustration. Also, the TNT sampler is much easier to control for small graphs. Convergence issues and computational time for larger networks in repeated MCMC simulations will be discussed in chapter 5.}
Table 2.2: Simulated toy networks: Parameter specifications used for network simulation

<table>
<thead>
<tr>
<th>s(y)</th>
<th>m₁</th>
<th>m₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>edges</td>
<td>-3.0</td>
<td>-3.0</td>
</tr>
<tr>
<td>reciprocity</td>
<td>0.5</td>
<td>1.0</td>
</tr>
<tr>
<td>GWESP, αᵩₑ = 0.1</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>same department</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>same level</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>level difference</td>
<td>-1.0</td>
<td></td>
</tr>
</tbody>
</table>

3. Same department:

Binary covariate indicating whether two actors belong to the same department.

Two specifications are compared with respect to simulated networks they produce, see table 2.2: m₁ uses the three exogenous covariates where the same department and the same hierarchical level contribute positively to friendship tie formation, whereas an increase in level distance shall have a negative effect on friendship. In addition, patterns of endogenous network self-organization shall be at work with a tendency to share partners on existing edges. This should result in transitive structures captured by a positive parameter for GWESP(y). With αᵩₑ = 0.1, connected actors should prefer to have one or two shared partners, but not too many. Further, there should be a tendency to answer once received ties captured by a positive parameter for reciprocity. m₂ shall lack the tendency for transitivity and the effect of level difference. The parameter value for reciprocity is set to 1.0, otherwise the two specifications are identical. R = 10,000 networks are simulated from p(y|θ₁, m₁) and p(y|θ₂, m₂). The TNT sampler is allowed to burn in for 10,000 iterations and a thinning interval of 1,000 draws is chosen between subsequent draws.

The simulated networks are described using three commonly used network statistics: the distribution of shares of in-degrees of all n nodes, the distribution of
shares of out-degrees of all $n$ nodes and the distribution of proportions of edge-wise shared partners $EP_k(y)/L(y)$ on all $L(y)$ edges. These statistics are also the default choice of the \texttt{ergm} package by Hunter et al. (2008a) used for goodness-of-fit evaluation (GOF),\footnote{Using the default settings, the \texttt{gof()} function of the \texttt{ergm} package (Hunter et al., 2008a) further computes the distribution of minimum geodesic distances. Throughout this work we refrain from using this statistic as it was of no use to distinguish between model specifications: the simulated distributions always look indistinguishable.} see section 2.5.3. Figure 2.6 shows the distribution of those three statistics on the simulations from $p(y|\theta_1, m_1)$: the boxplots show the distributions of shares of nodes and edges having degree $k$ of the respective statistic over the 10,000 simulated networks. The thin grey lines indicate the 2.5% and 97.5% quantiles of the simulations. The distributions of in- and out-degrees look identical in the results for $m_1$ as neither activity nor popularity are modeled. There is an almost even tendency to have between 0 and 4 friends while having exact 1 friend is less likely. More than 7 friends are never simulated. Specification 1 causes some clustering in the simulated networks, as the median of $EP_1(y)/L(y)$ is 0.5. A share of $EP_1(y)/L(y) < 0.1$ is never simulated so there is always at least some transitivity at work while shares above 0.8 are possible. Edges outside a triangle are relatively rare as the median of $EP_0(y)/L(y)$ is below 0.2. The share of $EP_2(y)$ and $EP_3(y)$ rapidly decreases and $EP_{k \geq 5}(y)$ is never simulated.

The results for $m_2$ look very different on the distribution of $EP_k(y)/L(y)$. More than two shared partners are not simulated, the median of $EP_1(y)/L(y)$ is below 0.2 and the median of $EP_0(y)/L(y)$ is above 0.8 while networks without a single edge-wise shared partner are possible. The in- and out-degrees look not too different from specification 1 but there is a clear tendency to have only a single friend in the network. The red lines in the figures 2.6 and 2.7 represent the distribution of a single network $y_{typ} | \theta_h$ which is selected to be typical for the particular specification. The network minimizing the sum of mean squared deviations from the three GOF-statistics is chosen. The share of nodes and edges over the degrees of the two typical networks is almost always equal to the respective median values of the simulations. In figure 2.8 the two typical networks are plotted: the network simulated from $m_1$ shows substantial clustering, most edges are parts of triangles, forming a dense region. The isolated node has to be the CEO as level difference and within-department homophily lead to a very low propensity of tie formation for that particular actor. The network simulated from $m_2$ looks totally different
Figure 2.6: Simulated toy networks: Goodness-of-fit plots, $m_1$
containing only a single triangle and many nodes being connected to only one or two others. The comparison of the two plots and the distribution in GOF-statistics highlights the impact of adding GWESP(y) to an ERGM specification. This particular statistic is very powerful in modeling tie variable formation of observed social networks.

Figures A.1 and A.2 show the trace plots, histograms and the autocorrelation (ACF) plots of the simulated network statistics of $m_1$ and $m_2$. For both simulations, the ACF is negligible. Considering the recommendations of Everitt (2012) convergence of the TNT sampler may be assumed as the first 10,000 >> N iterations are discarded where $N = n^2 - n = 90$. The histograms of the respective sufficient network statistics may also be used to compare the respective typical networks to the mean $\hat{E}[s(y|\theta)]$. The blue lines indicate the value of the typical network $s(y_{typ}|\theta)$ and the red lines indicate the mean of the simulated networks $\hat{E}[s(y|\theta)]$. The typical networks are not extreme in their values of the sufficient network statistics. Tables A.1 and A.2 summarize the simulated sufficient network statistics.

2.5.2 Markov chain Monte Carlo maximum likelihood estimation

Frank and Strauss (1986) discover severe difficulties in parameter estimation of models of the form (2.30) which they introduce. They realize that the standard ML approach is not applicable to the ERGM family unless for trivially simple specifications which are of no practical value. The major problem with this model class
is the normalizing constant \( z(\theta) \) which cannot be computed analytically. Strauss and Ikeda (1990) introduce pseudo likelihood estimation for the dyad independence model (2.29), while Geyer and Thompson (1992) state that the pseudo ML approach for the ERGM family overestimates the dependence in social networks, see also Handcock (2003b). Snijders et al. (2006) render pseudo ML methods suspect for social network analysis, so generally this approach should be avoided.

As a solution to this problem Geyer and Thompson (1992) introduce a ML approach for intractable likelihoods using MCMC methods to simulate data from the likelihood \( p(y|\theta) \) which will be referred to as MCMC-ML. The goal of MCMC-ML is to solve the moment equation

\[
E_{\theta} [s(Y)] = s(y)
\]

where \( Y \) is a random graph defined on the space of possible graphs \( \mathcal{Y} \) on \( n \) nodes, \( \theta \) is the vector of model parameters to be estimated and \( s(y) \) is a vector of sufficient network statistic computed on the observed network \( y \). The ML estimate is the solution to the moment equation for the exponential family, see Lehmann and Casella (1998). The maximum likelihood criterion should lead to parameter estimates \( \hat{\theta} \) for which the observed network statistics \( s(y) \) have the highest probability so the expected value of sufficient network statistics is equal to the observed value. For theoretical details on ERGM inference and solving the moment equation we refer to Handcock (2003b).

Due to the intractability of the ERGM likelihood the expected value of the sufficient statistics \( E_{\theta} [s(y)] \) and the covariance matrix \( \Sigma(\theta) \) of the parameter vector \( \theta \) are analytically not available. No standard Newton-Raphson algorithm can be applied to find an ML estimate \( \hat{\theta} \) solving \((2.37)\). Geyer and Thompson (1992) construct a stochastic approximation to the likelihood which is based on importance sampling. It allows for maximization of the likelihood function using an approximative Fisher scoring algorithm. This approach is implemented for ERGM estimation by Hunter and Handcock (2006). Instead of maximizing the likelihood directly the ratio of likelihoods \( p(y|\theta)/p(y|\theta_0) \) is maximized where \( \theta_0 \) is a fixed and known vector of reference parameters. Handcock (2003b) call this the maximization of the relative likelihood. Consider the log ERGM likelihood

\[
\mathcal{L}(\theta) = \ln p(y|\theta) = \theta' \cdot s(y) - \ln(z(\theta))
\]

\(2.38\)
and the log of the likelihood ratio \( p(y|\theta)/p(y|\theta_0) \)

\[
\mathcal{L}(\theta) - \mathcal{L}(\theta_0) = (\theta - \theta_0)' \cdot s(y) - \ln \left( \frac{z(\theta)}{z(\theta_0)} \right).
\] (2.39)

The value \( \hat{\theta} \) maximizing (2.38) is also the maximizer of (2.39) but the problem of the intractable normalizing constants \( z(\theta) \) and \( z(\theta_0) \) remains. The ratio \( z(\theta)/z(\theta_0) \) may be estimated using

\[
\frac{z(\theta)}{z(\theta_0)} = \frac{\sum_{\tilde{y} \in \mathcal{Y}} q(\tilde{y}|\theta) \cdot q(\tilde{y}|\theta_0)}{\sum_{\tilde{y} \in \mathcal{Y}} q(\tilde{y}|\theta_0) \cdot z(\theta_0)}
\]

\[
= E_{y|\theta_0} \left[ \frac{q(y|\theta)}{q(y|\theta_0)} \right] = E_{y|\theta_0} \left[ \exp \left\{ \theta' \cdot s(y) \right\} \right] \frac{\exp \left\{ \theta_0' \cdot s(y) \right\}}{\exp \left\{ \theta_0' \cdot s(y) \right\}} 
\]

\[
= E_{y|\theta_0} \left[ \exp \left\{ (\theta - \theta_0)' \cdot s(y) \right\} \right]
\]

where \( q(y|\theta) = \exp \left\{ \theta' \cdot s(y) \right\} \) is the non-normalized likelihood of interest and \( E_{y|\theta_0} \) is the expected value with respect to \( p(y|\theta_0) \). The summation over all elements \( \tilde{y} \in \mathcal{Y} \) is not possible but a large set of networks may be sampled using MCMC draws from \( p(y|\theta_0) \). This yields an approximation to the log likelihood ratio (2.39)

\[
\mathcal{L}(\theta) - \mathcal{L}(\theta_0) \approx (\theta - \theta_0)' \cdot s(y) - \ln \left[ \frac{1}{R} \sum_{r=1}^{R} \exp \left\{ (\theta - \theta_0)' \cdot s(y^{(r)}) \right\} \right].
\] (2.40)

where random networks \( y_{\theta_0} = y_1, \ldots, y_R \) are simulated from \( p(y|\theta_0) \). This can be interpreted as an importance sampling approach estimating \( z(\theta)/z(\theta_0) \) using \( p(y|\theta_0) \) as importance distribution, see also Everitt (2012). If the reference vector \( \theta_0 \) was badly chosen, a restart of the process might be necessary using an updated reference parameter vector. Methods for the estimation of normalizing constants based on importance sampling, bridge sampling and path sampling are discussed in chapter 5.

Hunter and Handcock (2006) propose a method which iteratively maximizes the relative log likelihood (2.39). Given the initial reference vector \( \theta_0 \) an importance sample \( y_{\theta_0} \) is drawn using MCMC methods. An approximate Fisher scoring
algorithm is applied which moves from $\theta_0$ to a value $\theta^*$ until

$$E_{\theta^*}[s(y)] \approx s(y).$$

The mean and the covariance of the simulated data $y_{\theta_0}$ are used to approximate the Fisher information matrix, see algorithm 3.4 in Hunter and Handcock (2006), which is based on the algorithm of Geyer and Thompson (1992). If the scoring algorithm converges, $\theta^*$ is accepted as the ML estimate $\hat{\theta}$, otherwise the process is restarted with $\theta^*$ replacing the reference vector $\theta_0$. Convergence may be assumed at iteration $c$ of the scoring algorithm if

$$\kappa(\theta^{(c)}, \theta^{(c-1)}) = \left| \mathcal{L}(\theta^{(c)}) - \mathcal{L}(\theta_0) \right| - \left| \mathcal{L}(\theta^{(c-1)}) - \mathcal{L}(\theta_0) \right| < \kappa_{\min}$$

where $\kappa_{\min}$ is a specified minimal improvement in the log likelihood ratio between subsequent iterations $(c - 1)$ and $(c)$.

**Algorithm 1:** MCMC-ML ERGM estimation

1. Initialize $\theta_0$
2. Simulate $y_{\theta_0} = y^{(1)}, \ldots, y^{(R)}$ from $p(y|\theta_0)$
3. Solve $E_{\theta^*}[s(y)] = s(y)$ using approximate Fisher scoring: $\theta_0 \rightarrow \theta^*$
4. **if** $\kappa(\theta^{(c)}, \theta^{(c-1)}) < \kappa_{\min}$ **then**
   5. **accept** $\theta^* = \hat{\theta}$.
6. **else**
   7. **restart** with $\theta_0 = \theta^*$.

Algorithm (1) is the default implementation of ERGM estimation in the package ergm, see Hunter et al. (2008a). The convergence criterion $\kappa_{\min}$ of the approximate Fisher scoring algorithm and a maximum number of required restarts in the case of non-convergence have to be specified. This is an important feature as a large number of restarts indicates problems with the model specification or badly chosen initial value $\theta_0$.

Geyer and Thompson (1992) warn that the required sample size $R$ might be enormous if $\theta_0$ is far from $\hat{\theta}$ which is a major disadvantage of algorithm (1). Badly chosen values for $\theta_0$ lying in the degenerate area of the specified model may cause non-convergence of both the approximate Fisher scoring algorithm and the TNT
sampler used for network estimation, see 2.5.4. In this case it is not possible to calculate the MCMC-ML estimate even thought the ML estimate may exist. While Hunter et al. (2008a) propose to use a pseudo ML estimate to initialize the MCMC-ML algorithm, Handcock (2003b) warn that there is no guarantee that this approach will result in $\theta_0$ being close enough to $\hat{\theta}$. Despite the popularity of algorithm (1), the serious problem of finding a suitable value for $\theta_0$ has not been solved yet. Snijders (2002) apply MCMC-ML for ERGM estimation using the Robins-Monroe algorithm instead of approximate Fisher scoring. This approach is less efficient but is also less prone to convergence failure due to badly chosen starting values. Handcock (2003a) propose Bayesian model estimation as an alternative which was not implemented until the MCMC methods of Koskinen (2008) and Caimo and Friel (2011), see chapter 4. Indeed, the Bayesian approach is more robust than MCMC-ML as it may converge even with badly chosen initial values and is less sensitive to the problem of model degeneracy discussed in section 2.5.4. The ERGM likelihood cannot be evaluated without an estimate of the intractable normalizing constant $z(\theta)$. Bridge sampling, which is an extension of importance sampling, may be applied to get an estimate $\tilde{z}(\theta)$. This approach will be discussed in detail in section 5.3.2. Given a parameter estimate $\hat{\theta}$ the value of the log-likelihood $L(\hat{\theta})$ can be used to calculate information criteria in order to compare concurring models, see Hunter and Handcock (2006). In section 3 nested models will be compared using such criteria. Section 5.3 will discuss Bayesian non-nested ERGM comparison using the marginal likelihood.

2.5.3 Goodness of fit evaluation

Posterior predictive methods to evaluate the model goodness-of-fit (GOF) are popular for ERGM selection as likelihood based criteria which are not available without estimating the normalizing constant of the likelihood. After obtaining a ML estimate $\hat{\theta}_h$ for a given model specification $m_h$, the TNT sampler may be used to simulate networks from the likelihood $p(y|\hat{\theta}_h)$. The simulated networks should capture important features of the observed network $y$. GOF-statistics $s_{GOF}(y)$ have to be chosen according to the features which shall be modeled correctly. The

---

8The R (R Development Core Team, 2011) package ergm (Hunter et al., 2008a) uses a mapping of multiple bridges to estimate $z(\theta)$, see Hunter and Handcock (2006). In fact this can be interpreted as a form of discretized path sampling, see section 5.2.3, and is similar to the approach introduced by Friel (2013).
choice of $s_{GOF}(y)$ may be different from the sufficient ERGM statistics $s(y)$. If the simulated networks are in line with $y$, the observed values $s_{GOF}(y)$ should be close to the mean of the simulated data $E_{\hat{\theta}_n}[s_{GOF}(y)]$. This may be evaluated using the GOF plots introduced in section 2.5.1. In practical terms the line indicating the distribution of $s_{GOF}(y)$ should be as centered as possible to the boxplots of the distribution of GOF-statistics of the simulated networks. If the respective typical network $y_{typ|\hat{\theta}_m}$ was indeed an observed network, figures 2.6 and 2.7 would represent almost perfect fit. Typically, the GOF plots of models fit to real data show much larger deviations from the observed network, see chapters 3 and 4 for applications. This approach is suitable to check whether the model is reasonable at all but also requires a decision on which network features should be captured. Any subgraph configuration could be used for model evaluation but there are best-practice recommendations available, see Hunter et al. (2008b). If a model specifications shall be compared, the same set of GOF-statistics has to be used. Throughout this work the in-degree, the out-degree and the $EP_k$-statistic will be used for model evaluation. These statistics are part of the default GOF-statistics used in the \texttt{ergm} package by Hunter et al. (2008a). The $EP_k$-statistic is of particular importance as it represents the common feature of transitivity in social networks.

Posterior predictive checks are the most prominent method of non-nested ERGM model selection. In chapter 5 a procedure for computing the model evidence in Bayesian ERGM estimation will be discussed which can be used for model selection. However, this method is computationally extremely expensive while GOF simulations are easy to generate.

### 2.5.4 Model degeneracy

While parameter estimation of the ERGM class is known to be difficult since Frank and Strauss (1986) it was not until the advent of efficient network simulation methods that problems with particular model specifications became obvious. A common problem is that for particular choices of sufficient network statistics algorithms like (1) are not able to find a maximum to the log likelihood ratio (2.39). Snijders (2002) speculate that the convergence issues are an algorithmic shortcoming but Snijders et al. (2006) realize that the problems are caused by some specifications which are intended to model transitivity. If triangles are used as sufficient network
statistics in the ERGM specification, the networks simulated from \( p(y|\hat{\theta}) \) may not look like the observed network at all even though \( \theta \) appears to be a reasonable parameter value. Rather the simulated networks are either completely empty with no tie existing or are full graphs with all possible ties present. This is the result of what Handcock (2003b) defines as degeneracy of an ERGM model specification. The expected value \( E_{\hat{\theta}} [s(y)] \) is close to the relative boundary of the convex hull of the set \( \{ s(\tilde{y}) : \tilde{y} \in \mathcal{Y} \} \), see Rinaldo et al. (2009). As a result, most of the probability of \( p(y|\hat{\theta}) \) is concentrated on the full graph and the empty graph but little or no probability is placed on realistic configurations similar to the observed network \( y \). MCMC-ML estimation might fail or the estimates might have huge variance. This is the reason why finding a suitable starting value for algorithm (1) is so difficult as a value \( \theta_0 \) which falls into the degenerate region will cause non-convergence of the approximate Fisher scoring algorithm. Also, the TNT sampler used for network simulation will not converge.

Model degeneracy is related to phase transitions in the Ising model as discussed by Besag (1974) and Frank and Strauss (1986) and becomes apparent in network simulation as a sudden jump in the expected value \( E_{\hat{\theta}} [s(y)] \) as a function of \( \theta \). This function may be continuous but shows a sudden increase in its gradient resulting in a jump right over the value \( \hat{\theta} \) which satisfies \( E_{\hat{\theta}} [s(y)] = s(y) \), rendering \( E_{\theta} [s(y)] \) a near discontinuous function. This phase transition occurs at the value \( \hat{\theta} \) which otherwise would be accepted as ML estimate. Unfortunately, this estimate produces only nonsensical simulated networks \( y_{\hat{\theta}} \) which are a mixture of full and empty graphs. The result will be a bimodal probability distribution of the network statistic \( s(y|\theta) \) for parameters near \( \hat{\theta} \). A parameter estimate from that degenerate region on average reproduces the observed value \( s(y) \) so that indeed
\[
\hat{E}_{\hat{\theta}} [s(y)] = s(y)
\]
but both modes of \( s(y|\hat{\theta}) \) are far from the mean \( \hat{E}_{\hat{\theta}} [s(y)] \). The fitted model is not able to reproduce meaningful network data. The TNT sampler used for network simulation will not converge but rather jump between the two modes of \( s(y|\hat{\theta}) \) while almost no probability mass will fall in between. Schweinberger (2011) give details on ERGM degeneracy and under which model specifications this problem is likely
Snijders et al. (2006) hint that the reason for model degeneracy is not an algorithmic problem but is inherent to the ERGM likelihood under the assumption of Markov dependence. They describe an avalanche effect that can occur under model degeneracy if a graph has moderate to low density but shows substantial transitivity which is typical for social networks. If the ERGM shall include a parameter of transitive triangles or $k$-stars, there is a tendency towards huge parameter values for these statistics. The alternating signs of the shared partner statistics discussed in section 2.4.4 are meant to prevent this avalanche effect. Hunter (2007) introduce a model specification similar to Snijders et al. (2006) based on the $GWESP(y)$ and $GWDSP(y)$ statistics discussed in section 2.4.4 which can prevent model degeneracy. These sufficient network statistics require the partial conditional dependence assumption of Pattison and Robins (2002). Further, the assumption of nodal homogeneity may contribute to ERGM instability, see Thiemichen et al. (2016). Handcock (2003b) proposes to ameliorate the algorithmic difficulties caused by near degeneracy with a Bayesian approach using suitable prior distributions on the sample space of $\theta$. Indeed, Bayesian ERGM estimation is more robust to model degeneracy than MCMC-ML and will be discussed in chapter 4.

The phenomenon of model degeneracy is illustrated using simulations of small networks on $n = 10$ nodes. Two sets of networks are simulated from different ERGM specifications $m_1$ and $m_2$ both containing $L(y)$ and $GWESP(y)$ as sufficient network statistics. $\theta_L = -2.4$ is fixed in $m_1$ and $\theta_{GWESP}$ is ranging from 0.5 to 1.5 in steps of 0.01. $GWESP(y)$ is specified with $\alpha_E = 1.2$ which is a way too high value for such a small network. In $m_2$ $\alpha_E = 0.2$ which is a much better value as only few shared partners contribute to the change statistics of $GWESP(y)$. For each step of $\theta_{GWESP}$, $R = 1,000$ networks are simulated and the mean of $GWESP(y)$ is calculated. For $\alpha_E = 1.2$ in $m_1$ there is strong evidence of model degeneracy as there is a massive jump in the expected value of $E_{\theta}[GWESP(y)]$ around $\theta = 0.68$, see figure 2.9. The resulting probability distribution of $GWESP(y)$ is bimodal where substantial probability mass is placed on the empty graph at $GWESP(y) = 0$ and on a high density graph whereas the density at the mean of $GWESP(y)$ is very low. Obviously $\alpha_E = 1.2$ is too large for this particular network and a social circuit model should be specified that puts more weight on a lower degree of shared partners. If this weight is reduced to $\alpha_E = 0.2$ as in $m_2$, see figure 2.10, the phase transition disappears and only at the
Figure 2.9: Model degeneracy resulting from $m_1$
Left panel: The phase transition is obvious around the value of $\theta = 0.68$ indicated by the red line.
Right panel: The resulting distribution of $GWESP(y)$ given that parameter value is bimodal where both modes are far from the mean of the network statistic (blue line). $\alpha_E = 1.2$ causes model degeneracy.

Figure 2.10: No model degeneracy with $m_2$
Left panel: No phase transition observable.
Right panel: The resulting distribution of $GWESP(y)$ at $\theta = 1.14$ is weakly bimodal with the major mode being identical to the mean. The low value of $\alpha_E = 0.2$ greatly ameliorates model degeneracy compared to $\alpha_E = 1.2$. 
steepest point of $E [GWESP(y)|\theta_{GWESP}]$ the density of $GWESP(y)$ shows some weak bimodality. If the weight is further reduced to $\alpha_E = 0.1$ (not shown), the bimodality completely disappears.

Hunter and Handcock (2006) show how to estimate the tuning parameter $\alpha_E$ in geometrically weighted network statistics. This approach has the drawback of drastically decreasing the numerical stability and speed of MCMC parameter estimation. Throughout this work we specify $\alpha_E$ a priori and keep the value relatively low, see chapter 3 and 4.

2.6 Extensions and modeling alternatives

The ERGM for binary tie variables is not only the most popular model for social network data, it also has by far the most extensions. A major limitation of the binary ERGM is the restriction to dichotomous relations. Krivitsky (2012) introduce the generalized ERGM which allows for the estimation of relational count data. Estimation of network dynamics is possible as well, Hanneke et al. (2010) introduce the discrete temporal ERGM and Snijders and van Duijn (1997) follow an actor oriented approach which is similar to the ERGM but computes sufficient network statistics on the nodal level. Nodes are assumed to decide at discrete time points whether ties should be kept, created or withdrawn. Pattison and Wasserman (1999) extend the ERGM class to multivariate networks on $n$ nodes with $u$ layers. This approach must not be confused with the ERGM for bipartite networks with two sets of nodes where there are links between but not within the sets, see Wang et al. (2009). Think of people in the first set that are members to organizations in the second set. Thiemichen et al. (2016) offer Bayesian ERGM estimation with nodal random effects which does not require the strong assumption of nodal homogeneity. Missing values are not an issue in this work. However, it shall be noted that Wang et al. (2016) introduce multiple imputation of missing tie variables to the ERGM framework. Koskinen et al. (2013) introduce data augmentation for networks with missing tie information and partially observed covariates.

The ERGM is by far the most developed and popular model class for social networks. However, there are alternative approaches available which might have their limitations as well as advantages. Snijders (2011) give an overview of statistical models for network data, including the ERGM. A rather heterogenous class of
models are latent variable approaches. Similar to logistic regression using a probit link function the probability of a binary relation is modeled using a latent continuous variable representing the propensity to form a tie. In order to obtain realistic models assumptions of network interdependency have to be made. Stochastic block models popularized by Nowicki and Snijders (2001) have the interpretation of mixture models for random graphs, see also Daudin et al. (2008). They allow for the modeling of communities and clusters which are important features of social networks. Compared to the ERGM class they are more restricted in modeling complex network interdependencies but are much easier to estimate and interpret. The latent factor model (LFM) introduced by Hoff (2005) and Hoff (2009) is less limited in its capacity to model higher order network dependencies. This model class can be seen as a real alternative to the ERGM. The idea of latent classes and distances between nodes in a latent social space is combined in order to model patterns of reciprocity and network transitivity. The LFM is more generally applicable than the binary ERGM (2.18) discussed in this work as it allows for modeling non-binary relations in $y$. It can easily be applied to continuous and count data, see Hoff (2005). The nodal homogeneity assumption of the standard ERGM is not needed as nodal random effects are used to model actor heterogeneity. Furthermore, the LFM is extended by Hoff (2011) and Hoff (2015) to model high dimensional networks using a latent tensor normal distribution. E.g. $y$ may be an $u \times n \times n$ array of tie variables representing a $u$-layered network. It is possible to analyze arrays of even higher dimensionality such as a $t \times u \times n \times n$ dynamic multiple network consisting of $u$ layers sampled at $t$ time points. Even though the LFM class has huge potential to model various types of relational data it is not yet well-known in the field of social network analysis. To our knowledge no systematic comparison of the ERGM and the LFM has been conducted yet.
Chapter 3

Determinants of communication in policy networks in Ghana, Senegal and Uganda

In this chapter exponential random graph model (ERGM) specifications are fit to several agricultural policy networks in Africa. While this method previously was applied to policy networks in industrial countries, see Leifeld and Schneider (2012), this approach is completely new to developing countries. Personal interviews have been conducted with stakeholders in Ghana, Senegal and Uganda resulting in social network data representing the communication structure of agricultural policy formulation in these countries. This chapter is the result of a cooperation between the Institute of Agricultural Economics, Christian-Albrechts-Universität Kiel and the Chair of Statistics and Econometrics, Otto-Friedrich-Universität Bamberg.

3.1 Introduction

Communication and participation in policy networks is determined by structural settings and policy preferences of political actors as discussed among others by Carpenter et al. (2004), Adam and Kriesi (2007) or Weible et al. (2010). Using quantitative methods of policy network analysis Henry et al. (2011), Leifeld and Schneider (2012), and Lee et al. (2012) examine the main determinants of political communication and participation in industrialized countries. As countries differ
structurally in the distribution of power and political communication, Adam and Kriesi (2007) point at the importance of the national context when analyzing determinants of political communication. Using the classification of Lijphart (1999), determinants of communication in consensual-federal democracies like the Federal Republic of Germany studied by Leifeld and Schneider (2012) may differ substantially from majoritarian-unitarian democracies like Ghana, Senegal and Uganda studied in this paper. In addition, the higher informal concentration of power in African democracies around the president, see Bratton (2007) and van der Walle (2003), may alter the results on determinants of network tie formation as obtained so far for western democracies. The important role of political actors like non-governmental organizations (NGO) and different framing conditions as implied by dependence on external funding increase the difference in network tie formation between African democracies and developed countries.

Given this, we analyze the determinants of communication in the policy network related to the implementation of the Comprehensive Africa Agriculture Development Programme (CAADP) in Ghana, Senegal and Uganda. Initiated by the African Union in 2003, the main goals of the CAADP program are to achieve agricultural growth and poverty reduction through investments in the agricultural sector and harmonization of policy programs. Each government of the three countries implements the approach of CAADP by inviting local stakeholder organizations to design, monitor and evaluate policies. Beyond political actors and donor organizations, the umbrella organizations of the civil society organizations, farmer organizations and private sector organizations signed the national CAADP compacts.1 Ghana signed the Medium Term Agriculture Sector Investment Plan in 2009, Senegal signed the Programme National d’Investissement Agricole in 2010 and Uganda signed the Agricultural Sector Development Strategy and Investment

1 The main medium term goals of the CAADP are to achieve agricultural gross domestic product growth and to half the poverty by 2015 compared to 1990 in accordance with the first United Nations Millennium Development Goal. The national CAADP compacts shall offer an efficient communication platform enabling a participatory policy process involving development partners, financial institutions, ministries, governmental agencies and the private sector including poor smallholders. However, a CAADP working group on non state actor participation critically assesses the ability of stakeholders to use the newly created opportunities of participation, see Randall (2011). Using information gathered by a qualitative stakeholder survey and desk research, Randall (2011) point out that CAADP has not consistently achieved high quality inclusion of non-state actors at national, regional and local levels.
Plan in 2010. Several studies document with regard to determinants of political communication, that next to preferences of political actors, see among others Carpenter et al. (2004), Henry et al. (2011) and Sabatier and Weible (2007), structural factors influence the formation of policy network ties, see Lubell et al. (2010). As suggested by Leifeld and Schneider (2012), we assess political communication related to policy formulation via expert knowledge exchange and bargaining for political support among actors. Network data on political communication are collected via face-to-face interviews with the political elite of Ghana, Senegal and Uganda in 2012. We use the ERGM framework to estimate and test the impact of structural variables and actor preferences on political communication in terms of expert knowledge exchange and bargaining for political support. Estimation is performed via a maximum likelihood (ML) approach based on Markov chain Monte Carlo (MCMC) methods, see Hunter and Handcock (2006). In all three countries the perceived power of an actor and existing communication structures are important determinants of political communication. If actors cooperate by exchanging agricultural expert knowledge, they are also more likely to cooperate in policy formulation and vice versa. Political communication occurs in a situation of social control with actors seeking for multiple partners in a trusted environment. Our empirical findings suggest that only in the case of Ghana the government is a particularly important partner of political communication. Furthermore, it is the only country where international donor organizations actively try to influence the search for political support and where commonly attended committees play an important role for expert information exchange. In Ghana a pattern of communication driven by ideological similarities is apparent. In the case of Senegal ideology is important only for communication related to political support. Uganda is the only country where interest groups form coalitions. This article proceeds as follows: Determinants of political communication are discussed in section 3.2. Section 3.3 describes the survey design and empirical data, as well as the network model and the applied estimation approach. Section 3.4 provides the empirical results. Section 3.5 concludes.
3.2 Determinants of communication in policy networks

Various definitions of policy networks are discussed within the literature, see Janning et al. (2009) for an overview. Following Leifeld and Schneider (2012), we distinguish between expert information exchange and the seeking of political support in policy formulation. While the first is the communication in terms of expert knowledge exchange\(^2\) on agricultural processes among actors, the second is lobbying by interest groups and bargaining for political support among actors in order to influence the legislative process. We thus assume two related but distinguishable forms of political communication influencing policy formulation, where each form is captured within a corresponding binary network, and assess the influence of a set of determinants as suggested by theoretical considerations.

Following Carpenter et al. (2004), theoretical explanations with regard to the formation of ties within policy networks can either be characterized as preference-driven or structure-driven. Theories emphasizing the role of preferences focus on similarities and discrepancies of policy beliefs among actors, whereas structural theories emphasize the role of communication choices and social contexts of actors. To accommodate both theoretical approaches, we follow Wasserman and Faust (1994) and Adam and Kriesi (2007) and consider two main categories of determinants of political communication. Firstly, actor attributes capturing similarity in political preferences and individual contexts, and secondly structural network attributes. With regard to similarity of political preferences, several studies argue for the informational role of lobbying, see e.g. Austen-Smith (1993), Ball (1995), and Lohmann (1993). These studies emphasize that lobbying in terms of knowledge exchange may help to choose efficient policies. However, expert information may be costly and not always publicly available. Receiving information from sources with similar interests to oneself lowers the likelihood of receiving information that does not match one’s own interests, see Festinger (1954) and Austen-Smith (1993). Accordingly, approaching organizations with similar political interests is rationale as it reduces the financial, emotional and processing costs of political communication.\(^3\) Therefore, the influence of preference similarity is assessed in form of the

---

\(^2\)An example of expert information is, for instance, the knowledge about the effects of farm input subsidies on the welfare of different social groups.

\(^3\)For experimental evidence on political preference similarity as a driver of tie choice,
following hypothesis.

**Hypothesis 1a (Process efficiency):** Political communication is more likely between actors with similar political preferences.

Further, the advocacy coalition framework, see Sabatier (1987), Sabatier and Weible (2007), and Weible et al. (2010), assumes that actors have a continuum of political preferences. This continuum of preferences ranges from fundamental beliefs valid for all policy fields to instrumental attitudes necessary to implement specific policy outcomes in a particular policy field, see Janning et al. (2009). While the fundamental beliefs are ideology driven and typically time invariant, the instrumental attitudes are issue specific and open to adaptation. This differentiation of political preferences should thus be included into a model explaining policy network tie formation. Even though an actor perceives only a limited set of other organizations as influential in a policy field, it has to gather information about their political preferences. The more detailed such information needs to be, the more costly is the process of gathering it. Therefore actors seek to minimize information costs by relying on the fundamental policy beliefs of others instead of informing themselves about specific instrumental attitudes, which is captured in the following hypothesis.

**Hypothesis 1b (Ideology):** Actors seek to minimize the costs of informing themselves about political preferences of others by relying on broad ideological attitudes.

Next to preference similarity Leifeld and Schneider (2012) stress the importance of structural context factors, e.g., commonly attended political committees, see Lubell et al. (2010). Membership in umbrella organizations or common membership in political committees indicates meeting opportunities, increasing the probability that a pair of actors forms a communication tie.

**Hypothesis 2a (Membership):** Actors seek to minimize transaction costs of political communication by using the meeting opportunities of umbrella organizations.

Leifeld and Schneider (2012) argue further that it is more cost efficient for actors to use existing network ties than to create new ones. Hence, received ties should be preserved and also get answered.

see Ahn et al. (2013).
Hypothesis 2b (Reciprocity): Actors tend to answer received communication ties.

As tie formation between organizations is costly, actors seek to form ties with actors they can trust.\(^4\) If \(ego\) has many shared neighbors with \(alter\), then \(alter\) is more likely to trust \(ego\) as a sender of high quality information, see Berardo and Scholz (2010) and Carpenter et al. (2004). Following Leifeld and Schneider (2012), policy network tie formation is hence scrutinized by common neighbors resulting in a situation of social control. It is also easier for \(alter\) to get in contact with other actors if a lot of common neighbours exist, resulting in self strengthening clustered regions in the network as suggested by Henry et al. (2011) and Sabatier and Weible (2007). We expect patterns of transitivity to be at work in policy networks. That is, an organization will seek information from another organization if a third party links them both, see also Holland and Leinhardt (1971) and Berardo and Scholz (2010).

Hypothesis 2c (Clustering and social control): Actors seek for cooperation in a trusted environment.

Even though we assume the process of political communication to be twofold, we are aware that expert information exchange and political bargaining are not conducted by a different set of actors. Similar to Leifeld and Schneider (2012), we assume both fields of communication to be overlapping but distinguishable. If two actors cooperate in policy formulation they are likely to exchange expert information as well since using an already existing tie creates no additional costs.

Hypothesis 2d (Twofold communication): Actors tend to communicate both in expert information exchange and the field of political bargaining.

As stressed by Huckfeldt and Sprague (1995) and Knoke (1996), another important determinant is an agent’s power to influence legislation. Given the purpose of lobbying as an interest-mediation mechanism, lobbying organizations contact highly influential actors within the political elite in order to ensure that their members benefit from final policy decisions. In line with Weible and Sabatier (2005), we

\(^4\)Note that common preferences might also determine membership in an umbrella organization and thereby increase the trust an organization has in the information of other organizations with the same memberships.
therefore expect that the higher the perceived influence of an actor, the more likely it is that organizations will send information to this actor. We choose perceived influence for two main reasons. First, we argue in line with Shepsle and Weingast (1987) that consideration of formal political power only would dismiss the informal influence of international organizations in developing countries. Second, we argue that formal political power is usually highly correlated with the perceived influence of actors endowed with formal power. Moreover, employing the concept of perceived influence has the advantage of reflecting both informal and formal political power distributions with one measure. Political power tends to be intensely concentrated around the president, and as a result the cabinet is more powerful in policy-making, see also van der Walle (2003). In particular, we formulate the following two hypotheses.

**Hypothesis 3a (Influence attribution):** Actors seek to minimize transaction costs of political communication by sending ties to actors they perceive as influential.

**Hypothesis 3b (Executive):** Members of the government are the most attractive partners in political communication.

International donor organizations play an important role in the policy reform context of developing countries. They aim to influence the process of policy formulation in order to establish effective agricultural policy programs. The more local governmental and non-governmental organizations will feel responsible for the implementation of policy reform the more efficient the policy programs will be. Therefore international donor organizations should try to promote participatory policy-making in order to increase ownership and commitment of local stakeholders.

**Hypothesis 4 (International organizations):** International donor organizations seek to influence the processes policy formulation.

As tie formation is costly, actors seek to receive high quality information that can be trusted. Organizations with the reputation of being well informed are especially attractive to others. Policy proposals promoted by well informed actors are more likely to find political support. As discussed by Sabatier (1987), scientific organizations are perceived as sources of high quality information which can be
used to strengthen own policy proposals. It can be expected that other actors try to receive expert information from scientific organizations in the process of policy formulation.

**Hypothesis 5 (Research):** Scientific research organizations are more likely to send expert information.

Non-governmental interest groups should be more likely to form coalitions among themselves than with other types of organizations for two reasons: first, as suggested by Leifeld and Schneider (2012), they are more interested in changing or maintaining the status quo than others and second they should have a special interest in persuading other interest groups of their own preferred policy outcomes, see also Sabatier and Weible (2007). Thus, interest group homophily should be at work in policy networks.

**Hypothesis 6 (Coalitions):** Non-governmental interest groups seek to form coalitions among themselves.

Given this set of hypotheses on the processes governing political participation in policy networks of developing countries, we will assess them for the case of agricultural policy reform in the three countries of Ghana, Senegal and Uganda.

### 3.3 Survey design and statistical framework

The units of observation in an elite network study are organizations understood as corporative actors. Respondents are considered as experts of this corporative actor for the specific policy field. The boundaries of an elite communication network must be specified in order to minimize the probability that important players are missing non-randomly. The edges of the network under scrutiny should constitute of all ties relevant to the implementation of CAADP related agricultural investment programs. We use an elite network survey design applied among others by Pappi et al. (1995) for examining policy networks and processes in the USA and Germany. Interviewees were asked to check those organizations on a list compiled in advance with which they maintain a specific relation. Interviewees always have the option to add organizations. This approach tackles the problem of under-reporting in a free recall and failures in setting the theoretical network boundaries. We distinguish between two types of political participation as dependent variables,
i.e. expert information exchange and the seeking of political support. To collect data on expert information exchange, interviewees were asked to check those organizations on a list of organizations with which they share information about the consequences of agricultural policies. In particular, expert information transfers have been collected from the suppliers’ perspective, e.g. interest groups, and from the consumers’ side, e.g. governmental institutions. Therefore, we are able to construct a confirmed and complete expert knowledge network. A knowledge transfer is considered confirmed if both the supplier and demander of knowledge independently report this transfer. To collect the political support network actors were asked which organizations are important for them to formulate policies supported by a majority of voters, while representatives of non-governmental organizations were asked to which political institutions they intermediate their clientele’s interests. The corresponding questions from the survey interview are given in appendix B.1.

We identify organizations with formal political power and organizations that have access to formal powerful actors due to their institutional position by desk research. In Ghana, Senegal and Uganda members of the executive, the legislative, local government institutions, and public sector agencies will have formal political power or at least access to members endowed with formal political power. We further include two groups of organizations which may be sources of knowledge for actors involved in or affected by agricultural policy-making. As a first group we consider policy analysts, i.e. donor organizations and research organizations, which provide actors with information that will enable them to choose or to lobby for political strategies compatible with their goals, see also Sabatier and Weible (2007). Non-farmer, farmer and civil society organizations constitute another set of actors with potentially valuable expertise. Relevant actors of these two groups are identified through information from participant lists of policy workshops, official policy documents and web-based member directories of umbrella organizations. We classify organizations according to the categories in table B.1. Our final analysis is based on 46 realized interviews in Ghana and Senegal and 43 realized interviews in Uganda.

We calculate various network statistics corresponding to the hypothesized mechanisms of network tie formation. Table B.2 gives an overview of the network statistics used as model terms and the hypotheses of Section 3.2 they are affiliated with. Following Leifeld and Schneider (2012) the preference similarity between
two actors is operationalized by two different distance measures approximating similarity in policy interests. The first distance is a measure of general preference similarity (prefsim), representing beliefs about broad policy goals. The interviewees could distribute 100 points of relative importance on several ideologically determined policy goals like poverty reduction and gender equity not necessarily related to agricultural policies. These items model an actors fundamental policy beliefs according to the advocacy coalition framework of Sabatier and Weible (2007). The second distance focuses on specific programs of agricultural policy reform and requires knowledge of this concrete policy field. It is thus less ideology driven than the preference similarity measure and models instrumental attitudes. We label it political similarity (polsim). Political similarities of organizations have been calculated on individual relevance attribution to concrete agricultural policy programmes related to the national implementation of CAADP. The interviewees were asked to distribute budget shares to those six programmes proportional to their relative importance.

Further, the perception of an organization’s influence in policy-making will influence its probability of receiving ties. Therefore, we use a reputation network for identifying an organization’s perceived political influence. Respondents were asked to mark organizations on the list that, according to their opinion, stand out as especially influential. The perceived influence of ego is measured by the share of all other actors nominating ego as influential.

In order to model opportunity structures for political cooperation, interviewees were asked which political committees they are members of. As suggested by Leifeld and Schneider (2012), we calculate a dyad-specific count variable that indicates how often two organizations are members of the same umbrella organization (membership).

Throughout this chapter the notation for network data and network statistics introduced in chapter 2 are used. Let $y$ denote a $n \times n$ directed adjacency matrix on a set of $n$ nodes. $Y$ is a random graph consisting of $N = n(n-1)$ directed random tie variables. A random tie variable $Y_{ij} = 1$ if actor $i$ sends a directed tie to actor $j$, $Y_{ij} = 0$ else. $y_{ij}$ is an observed tie (edge). As $y$ is a digraph, $y_{ij} \neq y_{ji}$, resulting in an asymmetric adjacency matrix. Self ties are not permitted, so the diagonal of $y$ is always empty. $\mathcal{Y}$ is the set of all possible graphs on a fixed set of $n$ nodes. Further, let $x$ be an $n \times n \times \mathcal{Q}$ array of exogenous covariates like the preference similarity of two nodes (a dyadic attribute) or the type of an organization (a nodal
attribute).

The endogenous network configurations are micro sub graphs a network graph could be constructed with and can be used as a control for the effect of exogenous factors. They explain the internal self-organizing structure of the dependent network variable. Counts of edges $L(y)$ are used to model the general propensity of tie formation. The number of reciprocal edges $M(y)$ can be used to measure the tendency to answer received ties. The geometrically weighted edge-wise shared partner statistic $GWESP(y)$ and the geometrically weighted dyad wise shared partner statistic $GWDSP(y)$ are used to capture effects of transitivity, see section 2.2. These statistics can be formulated as

$$GWESP(y) = e^{\alpha_E} \sum_{k=1}^{n-2} \left( 1 - (1 - e^{-\alpha_E})^k \right) EP_k(y), \quad (3.1)$$

$$GWDSP(y) = e^{\alpha_D} \sum_{k=1}^{n-2} \left( 1 - (1 - e^{-\alpha_D})^k \right) DP_k(y), \quad (3.2)$$

where the $k$ edge-wise shared partners statistic $EP_k(y)$ is the number of directed edges that are the base for $k$ transitive triads. Therefore the tie $y_{ij}$ must exist and the connected nodes $i, j$ must have $k$ shared partners. It can be imagined as stacking $k$ transitive triads having the base edge $y_{ij}$ in common. The dyad-wise shared partner statistic $DP_k(y)$ is the count of pairs of nodes $i, j$ that share $k$ partners but unlike to $EP_k(y)$ the dyad $d(i, j)$ may be empty. $GWESP(y)$ represents multiple triangulation and the propensity to form closed clustered structures, contrasted by $GWDSP(y)$ representing multiple independent 2-paths. A positive $GWESP(y)$ and a negative $GWDSP(y)$ parameter can be interpreted as a propensity to avoid structural holes like 4-cycles with no diagonal ties, see Lee et al. (2012). The two shared partner statistics use a geometric series $(1 - e^{\alpha_E})^k$ and $(1 - e^{\alpha_D})^k$ in order to model the distribution of shared partners relevant for tie formation, see section 2.5.4 for an interpretation. $\alpha_D$ and $\alpha_E$ are tuning parameters weighting the number of shared partners, see Hunter and Handcock (2006), Hunter (2007) and section 2.5.4. For our analysis the tuning parameters are both chosen to be fixed at relatively low baseline values\textsuperscript{5} of $\alpha_D = \alpha_E = 0.1$. These low values facilitate model estimation but risks the underestimation of the relevance

\textsuperscript{5}The parametrization for $GWESP(y)$ and $GWDSP(y)$ is taken from Leifeld and Schneider (2012).
of configurations with many shared partners.\textsuperscript{6} We illustrate the $GWESP(y)$ and $GWDSP(y)$ statistics in section 2.4.4. For more details on network statistics for the analysis of policy networks, see Robins et al. (2012).

As social networks typically show patterns of tie variable interdependence like reciprocity or triangulation, these features have to be considered during model formulation. Sending or receiving network ties happens within a social context which renders Bernoulli graphs assuming independence of tie variables as introduced by Erdös and Renyi (1959) a rather unrealistic choice for modeling social behavior. A well-established model class for social networks is the ERGM framework developed by Wasserman and Pattison (1996) and modified by Snijders et al. (2006). Lusher et al., eds (2012) illustrate a wide range of ERGM applications, giving also a detailed introduction to ERGM theory. This model class can represent the structure and the driving factors of a network by using an \textit{a priori} defined set of sufficient network statistics. These network statistics are subgraphs representing particular patterns of social behavior and thus allow for the modeling of the endogenous self-organization of a network. The ERGM class can also represent the influence of exogenous covariates on network tie formation, see section 2.4.5.

The ERGM probability distribution can be formulated as

\begin{equation}
Pr(Y = y|x, \theta) = \frac{\exp \left\{ \sum_{l=1}^{P} \theta_l \cdot s_l(x, y) \right\}}{z(\theta)}.
\end{equation}

$s(x,y)' = (s_1(x,y), \ldots, s_P(x,y))'$ is a vector of $P = R + Q$ observed sufficient network statistics which may contain $R$ endogenous configurations of network self-organization and $Q$ exogenous covariates. The $R$ endogenous sufficient statistics are network counts for directed subgraph configurations, e.g. $GWESP(y)$, $GWDSP(y)$ or $k$-star configurations. $\theta' = (\theta_1, \ldots, \theta_P)$ is a vector of $P$ model parameters. Each $\theta_l$ corresponds to a network statistic $s_l(x, y)$. The normalizing constant $z(\theta) = \sum_{y \in Y} \exp \{ \theta' \cdot s(x,y) \}$ ensures that Equation 3.3 is a probability distribution and requires summation over all possible network realizations. The most appropriate \textit{a priori} set of sufficient statistics has to be chosen before an ERGM can be estimated. Such a particular choice depends on the research que-

\textsuperscript{6}The tuning parameters can be fixed or may be a free parameter to be estimated. Such a parametrization can be analyzed using a curved ERGM, see Hunter and Handcock (2006), complicating parameter estimation by increasing the risk of non-convergence of the MCMC-ML algorithm.
Figure 3.1: Plot of the expert network in Ghana on $n = 46$ nodes. Due to the relatively high density of the network, it is hard to detect any striking pattern of network tie formation with the naked eye.

Due to the enormous number of possible realizations in $\mathcal{Y}$ the normalizing constant is intractable even for networks of moderate size. This makes parameter estimation difficult within the ERGM framework. The analytical evaluation of the normalizing constant can be circumvented by using a simulation based Markov chain Monte Carlo maximum likelihood (MCMC-ML) approach, see Snijders (2002) and Hunter and Handcock (2006). Random graphs are sampled in order to approximate the likelihood function, obtaining an ML estimate of the model parameters $\hat{\theta}$ by maximizing the simulated likelihood. MCMC-ML estimation of the ERGM family is a computational intensive task frequently complicated by non-convergence. Details on the MCMC-ML approach used in this chapter are given in section 2.5.2.
Figure 3.2: Plot of the support network in Ghana on $n = 46$ nodes.

Figure 3.3: Plot of the expert network in Senegal on $n = 46$ nodes.
**Figure 3.4:** Plot of the support network in Senegal on $n = 46$ nodes.

**Figure 3.5:** Plot of the expert network in Uganda on $n = 43$ nodes.
3.4 Empirical analysis

Figures 3.1 to 3.6 show plots of the six realized networks. All networks are very dense: the only striking pattern that can be seen with the naked eye is that each of them forms a single dense cluster and that there are few central nodes having a much higher degree than other nodes. The ERGM framework shall be used to test the hypotheses formulated in section 3.3 on the determinants of political communication in Ghana, Senegal and Uganda. For each dependent variable, the expert and the support network respectively, two models are estimated: an endogenous model, containing only endogenous network statistics, and a structural model, containing the same endogenous statistics plus exogenous covariates as a control.

The exogenous covariates used for our analysis contain nodal and dyadic attributes. The expert structural model contains the support network as explanatory dyadic attribute and vice versa. The membership variable is a dyadic attribute counting how many attended committees two actors have in common. An organization’s global reputation is calculated as an actor attribute using a network of perceived importance. It is counted how many of the \( n - 1 \) other actors re-

---

Figure 3.6: Plot of the support network in Uganda on \( n = 43 \) nodes.
port node ego as an influential actor. The governmental popularity configuration measures whether organizations belonging to the executive receive more ties than other organizations, whereas the two activity parameters measure whether donor and research organizations send more ties than others. The political similarity and preference similarity variables are based on Euclidean distances between two nodes. Political similarity represents similar instrumental attitudes on a set of concrete policy programmes, preference similarity represents fundamental policy beliefs like protecting the environment and women's rights.\textsuperscript{8} The interest group homophily configuration measures whether interest groups are more likely to form ties with each other than with other types of organizations. Summary statistics of the six communication networks and the corresponding covariates can be found in table B.2.

MCMC-ML ERGM estimation is done using the R (R Development Core Team, 2011) package \texttt{ergm} (Hunter et al., 2008b) included in the \texttt{statnet} environment, see Handcock et al. (2008) which is an implementation of algorithm (1), see section 2.5.2. The TNT sampler generates \( R = 10,000 \) effective MCMC network simulations using a thinning interval of \( R_{\text{thin}} = 100 \) simulations after discarding the first \( R_{\text{burn}} = 1024 \cdot 16 \) networks (\texttt{ergm} package default). The algorithm is allowed to restart up to 1,000 times if non-convergence of the approximate Fisher scoring algorithm is detected. Otherwise default settings of the \texttt{ergm} package are used.

It must be noted that the application of the MCMC-ML approach of Hunter and Handcock (2006) to our data is plagued by numerical instability. The algorithm is very sensitive to the initial parameter value \( \theta_0 \), see section 2.5.2. The same model specification is used for all three countries which requires a substantial number of restarts for some networks. Also, the algorithm does not converge for all specified seed values. The weights of \( GWESP(y) \) and \( GEDSP(y) \) have to be lowered in the support network of Ghana in order to achieve convergence. Finding model specifications for which the MCMC-ML algorithm converges is not easy as requires a lot of tweaking which is a well known problem with this approach. An alternative to MCMC-ML is Bayesian ERGM estimation introduced by Caimo and Fr"{e}l (2011) which will be discussed in chapter 4.

The baseline parameter specification is based on Leifeld and Schneider (2012). Similar results (not shown) are achieved with a Bayesian approach of ERGM esti-

\textsuperscript{8}On the calculation of those nodal similarities, see Leifeld and Schneider (2012).
mation using the R (R Development Core Team, 2011) package `bergm`, see Caimo and Friel (2014). The coefficients of Model 1 to Model 4 in table B.3 may be interpreted as change in the conditional log odds of a tie present if, *ceteris paribus*, the change statistic of the respective configuration is increased by one. The pattern of endogenous self organization is the same across all countries and networks. The positive parameters of the mutuality statistics $M(y)$ indicate a certain willingness to answer ties once received, supporting hypothesis 2b. The networks are governed by clustered structures as the $GWESP(y)$ parameters are always positive. The $GWDSP(y)$ parameters are always negative, so tie formation shows a clear pattern of transitivity without creating separate, bridged regions. There is no tendency to skip other actors or to address only a few hub actors. Political communication takes place within closely connected groups involving many organizations, integrating many shared partners. The overall pattern of the data seems to speak in favor of Hypothesis 2c. This pattern is persistent even if controlled for exogenous covariates as the level of significance and the parameter signs of the endogenous statistics generally stay the same. Model 4 in Ghana shows an insignificant parameter for the $GWESP(y)$ statistic indicating that clustering is completely explained by exogenous covariates.

Adding exogenous covariates always improves the model fit indicated by larger values of the log-likelihood and smaller values for the Akaike information criterion and the Bayesian information criterion, see table B.3. An actor’s reputation is an important exogenous factor of network tie formation across all countries, increasing the probability of a sent tie if *ego* perceives *alter* as influential, so Hypothesis 3a can be supported. The positive parameters for the support dyadic covariate (Model 2) and for the expert dyadic covariate (Model 4) are in line with hypothesis 2d: actors tend to cooperate in both fields of political participation using existing communication ties. The activity parameter for research organizations is never significant and positive so there is no evidence that research organizations are consulted more frequently than others during expert information exchange or actively seek to influence the bargaining for political support. Hypothesis 5 must be disproved.

In Ghana common membership in committees has a stake only in the exchange of expert information. Attendance to an additional committee increases the odds
of expert information exchange by the factor

$$\exp\{1.065\} = 2.900.$$ 

As Hypothesis 2a postulates, actors seek to minimize transaction cost of political communication by using umbrella organizations, but only in the course of policy information exchange. Hypothesis 2a cannot be supported in the other countries. Ghana’s executive is more popular than other types of organizations: the probability of receiving a tie is increased significantly if an actor belongs to the government. This supports hypothesis 3b in Ghana but again not in the other two countries. Donor organizations in Ghana are less likely to exchange expert information than other organizations, indicated by a negative activity parameter. The odds of expert information exchange are decreased by the factor

$$\exp\{-0.316\} = 0.729$$

if ego is a donor organization. For the support network the image is reversed: the odds of sending a tie is increased by the factor

$$\exp\{0.928\} = 2.529$$

if ego is a donor organization. In Ghana, donor organizations are less dedicated to expert information exchange but try to influence the process of policy implementation. Hypothesis 4 cannot be supported generally, in the other two countries the activity parameter for donor organizations is never significant and positive. In Ghana similarity in instrumental attitudes is never significant. However, actors look for cooperation with partners showing the same fundamental policy beliefs, indicated by positive and significant parameters for preference similarity in Model 2 and Model 4. E.g. the odds of an expert information tie in Ghana is increased by the factor 3.208 if the preference similarity between two actors is increased by 10%. Instead of reading up on detailed policy concepts of other actors, organizations are satisfied knowing the ideological preferences of other actors which is more cost efficient. In Senegal ideological preference similarity is important for the support network but not for the export network. Beyond that, only the significant pattern all countries have in common is observed. The data underpin Hypotheses 1a and 1b for Ghana and partially for Senegal. In Uganda again only the mechanisms
which all countries have in common are apparent, with the exception that interest
groups seem to form coalitions to find political support. Hypothesis 6 is supported
only in Uganda.

The TNT sampler used in the MCMC-ML algorithm can also be used for model
evaluation, see section 2.5.1. Repeated simulations of random graphs based on
previously obtained parameter estimates are compared to the observed network by
evaluating goodness-of-fit statistics. Figures B.1 to B.6 in appendix B.3 show the
distribution of goodness-of-fit statistics for the estimated endogenous (upper row)
and exogenous (lower row) models. The thick black lines describe the observed
distributions of in-degrees, out-degrees and edge-wise shared partners $EP_k$, each
plotted over a simulation of 100 random graphs. Details on these plots can be
found in section 2.5.3. It can be seen that the model fit improves if exogenous
network statistics are added. The plots in the lower panel always show better
goodness-of-fit than those in the upper panel. Consider e.g. figure B.2, upper row:
the endogenous model slightly underestimates the occurrence $EP_k(y), k > 8$ but
clearly overestimates $EP_k(y), k = 3$. The model containing exogenous network
statistics predicts the distributions of edge-wise shared partners correctly. The
exogenous covariates generally help to explain higher degrees of triangulation and
the high popularity and activity of certain nodes, improving the GOF compared
to the endogenous models for all countries and networks.

## 3.5 Conclusion

In summary, the proposed framework reflects the policy process as a countryppecific mechanism, embedded in a particular structural setting, aggregating pol-
icy preferences of divergent actors to a policy decision. It is capable of considering
the influence of actors with vested interests in the specific policy domain that are
not endowed with formal political power by constitution. Social network analy-
sis using the ERGM enables us to include and test many influence factors from
several strands of theories. Based on this framework, we take some first steps to-
dards describing the agricultural policy landscape in Ghana, Senegal and Uganda.
An actor’s power perceived by others is a crucial driving force of network tie for-
motion. Preference similarity in fundamental policy beliefs can be important but
similarity in specific policy programs is not. Opportunity structures matter as poli-
tical information exchange and political support do coincide. Common attendance to political committees is only relevant for expert information exchange in Ghana. There is no clear evidence that members of the executive and international donor organizations are more important than other actors. Research organizations seem to behave passively and do not seek to deliver high quality information to other actors. There is no clear evidence that interest groups build coalitions. The network shows significant endogenous self organization even if the models are controlled for exogenous covariates. Actors tend to cooperate under social control including many common neighbours, not trying to skip others. Scrutinizing each other makes tie formation more reliable and generates social trust. Even though not all of the hypothesized mechanisms seem to be at work, the models provide reasonable fit to the observed data and thus can explain the processes of agricultural policy formulation and implementation in the three countries.

CAADP has been criticized for the inefficient communication between state and non-state actors at the national level. Quite often non-state actors are not even aware of the opportunity structures of political communication the CAADP shall offer, see Randall (2011). In our data there is no evidence that actors are well informed as they do not consult scientific organizations and do not seem to know about the issue-specific preferences of each other. Non-state interest groups are generally not well organized and umbrella organizations are not used as a platform for efficient communication. International donor organizations are not able to influence the process of political communication and non-state actors do not seem do be able to easily address the government.

MCMC-ML estimation for the ERGM is heavily plagued by convergence issues due to starting values of algorithm (1) which are hard to choose. The default method of the ergm package by Hunter et al. (2008b) is to initialize $\theta_0$ with the pseudo ML estimate of the parameter vector. If this estimate lies within the degenerate region of the model, it may happen that the approximate Fisher scoring algorithm will never converge, no matter how many restarts of algorithm (1) are allowed. Finally, MCMC-ML estimation is possible for our data but required tedious fine tuning like trying several seed values. Furthermore, not all plausible specifications are estimable. E.g. $m_1$ for the expert network in Ghana converges but if the $GWDSP(y)$ statistic is removed from $s(y)$ MCMC-ML estimation is not possible anymore: even though the number of parameters is reduced, it is not possible to find starting values that let the MCMC-ML algorithm converge. A solution to this
problem is Bayesian ERGM estimation discussed in the next chapter which is much more robust to model degeneracy.
Chapter 4

Bayesian exponential random graph model estimation

In this chapter Bayesian model estimation of the exponential random graph model (ERGM) using Markov chain Monte Carlo methods (MCMC) based on the Metropolis-Hastings (MH) sampler is discussed. No conjugate prior distribution is known to the intractable ERGM likelihood and sampling from full conditional distributions using a Gibbs sampler is not an option. In addition, as the ERGM normalizing constant is analytically not available, a standard MH algorithm cannot be applied. A solution to this problem is the exchange algorithm (EA) introduced by Murray et al. (2006). This approach relies on the simulation of auxiliary network data in order to evaluate the analytically intractable ERGM likelihood. In section 4.1 a short introduction to Bayesian inference and the MH algorithm is given. The EA is discussed in section 4.2 and in section 4.3 it is shown how adaptive direction sampling introduced by Gilks et al. (1994) can help to make the EA more efficient. In section 4.4 the approach is applied by fitting ERGM specifications to a well studied network of friendship relations among managers in a high-tech company, see Krackhardt (1987), and the expert network in Ghana, see section 3. Section 4.5 gives a summary.
4.1 Bayesian inference

Bayesian inference is a process of inductively learning from data using Bayes’ rule. Before obtaining data $y$, a priori beliefs about a population characteristic $\theta$ are represented by the prior distribution $p(\theta)$. The model (or data generating process) represents the beliefs of observing $y$ if $\theta$ was the population characteristic captured in the likelihood function $p(y|\theta)$. After observing the data the a priori beliefs are updated obtaining the a posteriori beliefs about $\theta$ which are represented by the posterior distribution $p(\theta|y)$. This updating step from prior beliefs under a particular model to posterior beliefs uses Bayes’ rule:

$$p(\theta|y) = \frac{p(y|\theta)p(\theta)}{p(y)}$$  \hspace{1cm} (4.1)

where

$$p(y) = \int_{\Theta} p(y|\tilde{\theta})p(\tilde{\theta})d\tilde{\theta}$$  \hspace{1cm} (4.2)

is the normalizing constant of (4.1) which requires integration over all possible values $\tilde{\theta} \in \Theta$. In most cases (4.2) is not available as it requires integration over a high dimensional parameter space $\Theta$. MCMC methods are needed to summarize (4.1) and circumvent the explicit evaluation of (4.2). This allows for Bayesian inference which typically results in an estimate of $\theta$ and a respective posterior highest density region (HDR) of $p(\theta|y)$. $p(y)$ is called the marginal likelihood. It has the interpretation of a normalizing constant insuring that the posterior is a proper probability distribution if data are available. But it is also the marginal distribution of the data and has the role of an a priori predictive distribution of $y$ before actual data are available. Furthermore, (4.2) can be used for Bayesian model selection discussed in chapter 5.

MCMC algorithms for Bayesian inference have to sample parameter values from

$$p(\theta|y) \propto p(\theta) \frac{q(y|\theta)}{z(\theta)}$$  \hspace{1cm} (4.3)

where $q(y|\theta)$ is the non-normalized kernel of the likelihood function and $z(\theta)$ is the corresponding normalizing constant of the likelihood. (4.3) is known only up to its normalizing constant $p(y)$. A Markov chain has to be constructed which, after initialization, converges towards a stationary distribution that is equal to
$p(\theta|y)$ if run long enough. Stochastic simulation using MCMC techniques generates autocorrelated samples from the posterior. The simulations needed before the chain has converged have to be discarded and a sufficient number of samples has to be drawn to give a good summary of the posterior (4.1). Thus evaluation of convergence and autocorrelations is crucial in Bayesian inference based on MCMC techniques.

If such techniques shall be applied to ERGM estimation, additional difficulties arise. Full conditional distributions of the ERGM model parameters are not known so Gibbs sampling is not an option, see Everitt (2012). In such a case the MH algorithm, introduced by Hastings (1970), could be used to sample from the posterior by proposing a new vector $\theta^*$ drawn from a proposal distribution $\mathcal{H}(\theta^*|\theta)$. This distribution requires considerable specification by the user in order to avoid low acceptance rates and excessive autocorrelation of the MCMC samples. While the MH algorithm is widely applicable, finding a suitable proposal distribution can be very challenging. The proposals generated by $\mathcal{H}(\theta^*|\theta)$ are accepted with the probability

$$a_{MH} = \min \left\{ 1, \frac{\mathcal{H}(\theta|\theta^*) p(\theta^*) q(y|\theta^*) z(\theta)}{\mathcal{H}(\theta^*|\theta) p(\theta) q(y|\theta) z(\theta^*)} \right\}.$$  (4.4)

Details on the MH sampler can be found in Chib and Greenberg (1995) and Chib and Jeliazkov (2001). For the ERGM class the ratio of normalizing likelihood constants $z(\theta)/z(\theta^*)$ is not available, so the standard MH algorithm cannot be applied.

### 4.2 The exchange algorithm

Møller et al. (2006) avoid the evaluation of the intractable normalizing constants $z(\theta)$ and $z(\theta^*)$ in (4.4) by using auxiliary data $y^*$ simulated from $p(y^*|\theta^*)$ with $\{y,y^*\} \in \mathcal{Y}$. Their approach is called the single auxiliary variable MH algorithm (SAV) and is the first MCMC method to be known to sample from the correct posterior if the likelihood has an intractable normalizing constant, see also Everitt (2012). Koskinen (2008) apply the SAV to ERGM estimation which was the first fully Bayesian approach for this model class.

Murray et al. (2006) develop the so called exchange algorithm (EA) which is similar to the SAV but more efficient. The intractable ratio $z(\theta)/z(\theta^*)$ in (4.4) is
estimated using importance sampling similar to the MCMC-ML approach discussed in section 2.5.2. The main idea behind the EA is to propose a parameter vector bringing its own simulated data generated from the same intractable likelihood as the observed data. Given a parameter proposal \( \theta^* \) drawn from \( \mathcal{H}(\theta^*|\theta) \), auxiliary data \( y^* \) are simulated from \( p(y^*|\theta^*) \) with \( \{y, y^*\} \in \mathcal{Y} \) where the functional form of \( p(y^*|\theta^*) \) is identical to the likelihood \( p(y|\theta) \). The EA samples from the augmented posterior

\[
p(\theta^*, y^*, \theta|y) \propto p(y|\theta)p(\theta)\mathcal{H}(\theta^*|\theta)p(y^*|\theta^*).
\]

(4.5)

\( \mathcal{H}(\theta^*|\theta) \) may be an arbitrary proposal distribution, e.g. a symmetric random walk distribution centered at \( \theta \). As with the standard MH algorithm tuning of \( \mathcal{H}(\theta^*|\theta) \) is required in order to efficiently sample \( \theta \) from the posterior. Suitable choices for \( \mathcal{H}(\theta^*|\theta) \) will be discussed in section 4.3.

The probability of moving from a current value \( \theta \) to the new proposed value \( \theta^* \) in the EA can be formulated as

\[
a_{EA} = \min \left\{ 1, \frac{\mathcal{H}(\theta^*|\theta)p(\theta^*)q(y^*|\theta^*)q(y|\theta)}{\mathcal{H}(\theta^*|\theta)p(\theta)q(y|\theta^*)q(y^*|\theta^*)} \times \frac{z(\theta)z(\theta^*)}{z(\theta^*)z(\theta)} \right\}
\]

(4.6)

where the ratio of unavailable normalizing constants in the standard MH ratio (4.4) is replaced with \( q(y^*|\theta)/q(y^*|\theta^*) \). Note that the normalizing constants \( z(\theta) \) and \( z(\theta^*) \) cancel so (4.6) uses ratios of non-normalized likelihoods \( q(y|\cdot) \) and \( q(y^*|\cdot) \).

Murray et al. (2006) refer to an exchange move if \( \theta^* \) is accepted as \( q(y^*|\theta)/q(y|\theta) \) measures the "affinity" between \( \theta \) and the auxiliary data \( y^* \) and \( q(y|\theta^*)/q(y^*|\theta^*) \) measures the "affinity" between the proposed \( \theta^* \) and the observed data \( y \), see also Caimo and Friel (2011). Murray (2007) proof that the EA has in fact the posterior of interest as invariant distribution. Everitt (2012) show that

\[
E_{\theta^*|\theta} \left[ \frac{q(y^*|\theta)}{q(y^*|\theta^*)} \right] = \frac{z(\theta)}{z(\theta^*)},
\]

(4.7)

thus the ratio of non-normalized likelihoods is an unbiased estimator of the ratio of normalizing constants. The ratio \( q(y^*|\theta)/q(y^*|\theta^*) \) can be interpreted as single point importance sampling estimate of \( z(\theta)/z(\theta^*) \) which may be improved using a large number of \( R \) importance draws, see Alquier et al. (2016). If \( R \to \infty \) the EA is equivalent to the MH.
As the EA uses (4.7) to directly estimate the ratio of normalizing constants in contrast to the SAV which estimates this ratio indirectly the EA is more efficient. However, it has to be noted that due to the requirement of simulating auxiliary data $y^*$ the EA is less efficient than the standard MH algorithm if the normalizing constant $z(\theta)$ is available. The algorithmic scheme of the EA is described in algorithm (2). R code for the EA implemented in this thesis can be found in the attached DVD. More details on the theoretical justification of the EA can be found in Murray (2007), Everitt (2012) and Liang et al. (2016). It is crucial for the EA

**Algorithm 2: The exchange algorithm**

1. Initialize $\theta(0)$.
2. for $i = 1, \ldots, I$ do
   - **Gibbs update of $\theta^*$ and $y^*$:**
     - Draw $\theta^* \sim H(\theta^*|\theta^{(i-1)})$ where $H(\cdot|\cdot)$ is assumed to be symmetric.
     - Draw $y^* \sim p(y^*|\theta^*)$.
   - **Exchange move:**
     - Move from $\theta^{(i-1)}$ to $\theta^*$ with probability
       $$a_{EA} = \min \left\{ 1, \frac{p(\theta^*)}{p(\theta^{(i-1)})} \frac{q(y^*|\theta^*)}{q(y^*|\theta^{(i-1)})} \frac{q(y^*|\theta^{(i-1)})}{q(y^*|\theta^*)} \right\}.$$
     - Repeat step 5 until $a_{EA} = 1$; count the number of retries.
3. end
flat and the proposal distribution $H(\cdot|\cdot)$ is symmetric

$$\ln a_{EA} \approx \min \{0, (\theta - \theta^*)' [s(y^*) - s(y)]\}. \quad (4.8)$$

The probability of the move from $\theta$ to $\theta^*$ is higher if $||s(y^*) - s(y)||$ is close to zero. If $\theta^*$ lies in the degenerate region, a move from $\theta$ to $\theta^*$ causes a disproportionate increase in $||s(y^*) - s(y)||$, rendering this move unlikely. Vice versa, the EA will quickly move away from initial values $\theta^{(0)}$ in the degenerate region. The MCMC-ML approach discussed in section 2.5.2 would fail in such a situation. The EA may be initialized by simply sampling $\theta^{(0)}$ from the prior $p(\theta)$. Once converged to a high posterior density region the EA is unlikely to leave this area.

Throughout this work the EA is specified in such a way that only accepted draws are stored and that step 5 in algorithm (2) is repeated until a proposal $\theta^*$ is accepted. A mean number of four retries is equivalent to a acceptance rate of 25% in the standard MH algorithm.

### 4.3 Adaptive direction sampling

A major problem in Bayesian ERGM estimation is the thin and correlated support of the posterior not located in the degenerate region of a model, see Rinaldo et al. (2009), whereas the largest part of the parameter space $\Theta$ yields degenerate parameter values. The EA may help to avoid the acceptance of degenerate parameter proposals but this might also cause low acceptance rates resulting in inefficient sampling from the posterior and slow convergence of the EA. As a solution, Caimo and Friel (2011) propose population MCMC approaches using parallel chains of the EA resulting in a more efficient exploration of the posterior. These chains should communicate in such a way that chains closer to the non-degenerate region are able to update other chains and "pull" them away from the degenerate region. Such an approach can dramatically improve the mixing and speed up the convergence of all chains together.

The adaptive direction sampler (ADS) introduced by Gilks et al. (1994) is such a technique. It automatically helps to orientate the move of a chain towards the target area of the posterior using parallel MCMC chains. The chains update each other and an adaptive mechanism automatically steers the direction of proposed moves in the parameter space. Only the scaling of these moves needs to be specified.
The ADS may be used to generate proposals $\theta^* \sim \mathcal{H}(\theta^*|\theta^{(i-1)})$ in step 3 of the EA, see algorithm (2). The algorithmic scheme of this step is given in algorithm (3). $V$ parallel ADS chains are used where typically $V \geq 4 \cdot P$. $P$ is the number of parameters of the posterior to be evaluated. In order to generate a move from $\theta^{i-1}$ to $\theta^*$ for a particular chain, two other parallel chains are randomly selected without replacement and the difference of their states at iteration $(i-1)$ is scaled with the factor $\gamma$. An error term $\epsilon$ is added which is centered at the proposed value and has variance which is small compared to the size of the proposed moves. R code for the implementation of ADS in this thesis can be found in the attached DVD. A theoretical justification of the ADS is given by Gilks and Roberts (1994).

Algorithm 3: Adaptive direction sampling step at iteration $i$ of the EA

\begin{algorithm}
\begin{algorithmic}[1]
\State \For{$v = 1, \ldots, V$} \Do
\State Select two chains without replacement $v_1$ and $v_2$ from $\{1, \ldots, V\} \setminus v$
\State Draw $\epsilon \sim N(0, \sigma_{ADS} \cdot I_P)$
\State Propose $\theta^*_v = \theta^{i-1}_v + \gamma \cdot (\theta^{(i-1)}_{v_1} - \theta^{(i-1)}_{v_2}) + \epsilon$
\EndFor
\end{algorithmic}
\end{algorithm}

Braak (2006) and Ter Braak and Vrugt (2008) propose more advanced methods of automatically selecting a suitable scaling of the proposed move. However, we follow best practice recommendations by Caimo and Friel (2014) for the specification of the ADS used in combination with the EA which work well for ERGM estimation. We refer to the EA combined with ADS as EA-ADS.

Throughout this work we will use $V = 20$ parallel chains for all variants of the EA-ADS. We follow the recommendation by Ter Braak and Vrugt (2008) to use a scaling factor

$$\gamma = 2.387/\sqrt{2 \cdot P}.$$ 

Like Caimo and Friel (2011) we use a $P$-variate normal distribution for $\epsilon$ with

$$\epsilon \sim N(0, \sigma_{ADS} \cdot I_P)$$

where $I_P$ is a $P \times P$ unit matrix and $\sigma_{ADS} \leq 0.01$. The EA-ADS can drastically improve mixing of the chains and reduce autocorrelations compared to a single-site update EA, see Caimo and Friel (2011). In the next section we will see that this
approach leads to surprisingly fast convergence of the parallel EA chains with short burn-in periods required and little autocorrelation of the chains.

4.4 Application

4.4.1 Krackhardt’s Managers

We apply Bayesian ERGM estimation using EA-ADS to a famous and well studied friendship network of managers in a high-tech company, see Krackhardt (1987). This is a directed network with \( n = 21 \) nodes and covariates representing the hierarchical level and the department of nodes. Details can be found in Wasserman and Faust (1994). Snijders (2002) analyze this network and apply MCMC-ML parameter estimation. Note that their model specifications does not contain parameters like \( GWESP(y) \) as in those days the social circuit dependence assumption by Snijders et al. (2006) was not developed yet. The network is plotted in figure 4.1. The network shows some substantial clustering in edge-wise shared partners with \( EP_2(y) = 29 \), \( EP_3(y) = 14 \) and \( EP_4(y) = 15 \). There are even edges with six and seven shared partners, see the right panel in figure 4.6.

The distribution of \( EP_k(y) \) statistics suggests a social circuit model parametrization including \( GWESP(y) \) with a geometrical weight \( \alpha_E \) near 0.75. Before specifying a model, we check for model degeneracy using simulations from an ERGM

\[
\Pr(Y = y|\theta_1, \theta_2) \propto \exp \{ \theta_1 \cdot L(y) + \theta_2 \cdot GWESP(y) \}
\]

where \( \theta_1 = -2 \) fixed and \( \theta_2 \) ranging from 0 to 1 in steps of 0.01. For each value of \( \theta_2 \) a set of \( R = 10,000 \) networks is simulated using the TNT sampler discarding the first 10,000 iterations and using a thinning interval of 1,000 draws. This approach is also used to illustrate model degeneracy due to miss-specification of the \( GEWSP(y) \) statistic in section 2.5.4. For \( \alpha_E = 0.75 \) no model degeneracy is detected, see figure 4.2. But it shall be noted that \( \mathbb{E}[GWESP(y)|\theta_2] \) as a function of \( \theta_2 \) becomes rather steep around \( \theta_2 = 0.43 \). This suggest a specification with a lower value of \( \alpha_E \) to be on the safer side and make MCMC simulation more efficient.

We estimate two model specifications for the Krackhardt friendship network, see table 4.1. \( m_1 \) contains the edge parameter, a dyadic covariate indicating whet-
Figure 4.1: Plot of Krackhardt’s friendship network on $n = 21$ nodes. The layout is generated using the algorithm of Fruchterman and Reingold (1991).

Figure 4.2: Left panel: No phase transition observable for $\alpha_E = 0.75$, but the slope gets rather steep around $\theta_2 = 0.43$ so $\alpha_E$ should not be increased further. Right panel: The resulting probability distribution for $GWESP(y)$ given $\theta_2 = 0.43$ is unimodal, this mode is close to the mean of the network statistic (blue line).
her two actors belong to the same department (same department) and a dyadic
covariate indicating whether two actors have the same hierarchical level (same
level). $m_1$ represents a homophilic network dependence structure. $m_2$ contains
only endogenous network statistics which are the count of edges $L(y)$, the count
of mutual ties $M(y)$ and the $GWESP(y)$ statistic with $\alpha_E = 0.2$. $m_2$ represents
endogenous network self organization. We set $\alpha_E = 0.2$ instead of $\alpha_E = 0.75$ which
practically ignores the influence of $EP_3(y)$ and $EP_4(y)$ to the change statistics of
$GWESP(y)$ and puts only little weight on $EP_2(y)$. Keeping $\alpha_E$ low reduces the
potential of the model to fit the observed clustering within the network. But it
also facilitates parameter estimation as it will be easier for the EA-ADS to generate
acceptable parameter proposals. Note that $m_1$ could be estimated using logistic
regression but $m_2$ requires an ERGM specification. The a priori information on
$\theta$ is kept low: only weakly informative multivariate normal priors $N(0, 100 \cdot I_P)$
are specified for both models where $I_P$ is a $P \times P$ unit matrix. Both models are
estimated using the EA-ADS with $V = 20$ parallel chains each of length $I = 1,500$
iterations. The chains are initialized by random draws from a $P$-variate normal
distribution $N(0, I_P)$. The ADS used for $H(\theta^*|\theta^{(i-1)})$ in step 3 of algorithm (2) is
specified with $\sigma_{ADS} = 0.001$ and $\gamma = 2.387/\sqrt{2P}$. The TNT sampler for network
simulation in step 4 of algorithm (2) is allowed to burn in for 420 iterations which
allows every tie variable to be toggled, see Everitt (2012).

The run times are 1.09 hours for $m_1$ and 1.19 hours for $m_2$ on a 3 GHz Windows
machine. On average 5.86 retries are required for the EA-ADS to generate accepted
proposals for $m_1$ while for $m_2$ on average 5.81 retries are needed. By inspecting the
traceplots in figure 4.3 and C.1 it can be seen that all chains converge rapidly and
mix well. A relative short burn-in period of only $I_{burn} = 50$ iterations is sufficient
which highlights the efficiency of the ADS method. As can be seen in figure 4.4
and figure C.2 the ACF of all chains is negligible after lag 20, for most chains the
ACF declines even faster. Using parallel chains the Gelman-Rubin scale reduction
driver $\hat{R}$ can be computed, see Gelman et al. (2013). After discarding the first
$I_{burn} = 50$ iterations each of the $V = 20$ chains is split into the first and the second
half resulting in $2 \cdot V = 40$ chains each of length 725 iterations. $\hat{R}$ is smaller than
1.01 for all parameter estimates from both models. Convergence may be assumed
for all chains. The parallel chains are merged to one sample of size

$$I_{merge} = m \cdot (I - I_{burn}) = 20 \cdot (1,500 - 50) = 29,000.$$
Figure 4.3: Krackhardt’s network, $m_2$:
Traceplots of the $V = 20$ parallel ADS chains of the parameters $\theta_i$. The transparent gray line indicates the discarded $J_{\text{burn}} = 50$ samples used as burn-in period.
Figure 4.4: Krackhardt’s network, $m_2$
ACF of some of the parallel ADS chains used in the EA. Four chains displayed for each parameter.

Figure 4.5: Krackhardt’s network, $m_2$
Densities of merged EA sample:
The thick black line represents the merged sample, the transparent red lines represent the $V = 20$ parallel chains used for ADS sampling.
Table 4.1: Krackhardt’s managers: EA parameter estimates

<table>
<thead>
<tr>
<th></th>
<th>$m_1$</th>
<th>$m_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>edges</td>
<td>$-2.045^{***}$</td>
<td>$-2.692^{***}$</td>
</tr>
<tr>
<td></td>
<td>(0.279)</td>
<td>(0.400)</td>
</tr>
<tr>
<td>same department</td>
<td>$1.139^{***}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.345)</td>
<td></td>
</tr>
<tr>
<td>same level</td>
<td>$0.944^{***}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.313)</td>
<td></td>
</tr>
<tr>
<td>reciprocity</td>
<td></td>
<td>$1.113^{**}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.440)</td>
</tr>
<tr>
<td>GWESP, $\alpha = 0.2$</td>
<td></td>
<td>$0.834^{***}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.282)</td>
</tr>
</tbody>
</table>

Notes: MCMC mean value

(MCMC standard deviation)

$^{***}0 \notin 99\%$ posterior HDR

$^{**}0 \notin 95\%$ posterior HDR

This merged sample is used to compute the parameter estimates. In figure 4.5 and C.3 the density of the merged sample is compared to the densities of the parallel chains. The results of MCMC parameter estimation are summarized in table 4.1. In both models the edge parameter is negative indicating a low propensity to form ties if the change statistics of all other configurations are zero. Note that the edge parameter has an interpretation similar to the intercept in linear regression, see section 2.4. In $m_1$ the parameter value of 1.139 for the same level statistic has the interpretation that the odds of forming a tie is increased, ceteris paribus (c.p.), by the factor

$$\exp\{1.139\} = 3.124$$

if both actors work in the same department. The odds of tie formation is increased, c.p., by the factor

$$\exp\{0.944\} = 2.570$$

if both actors have the same hierarchical level. The parameter value 1.113 of reciprocity in $m_2$ indicates that the odds of a tie are increased, c.p., by the factor

$$\exp\{1.113\} = 3.043$$

if it answers an incoming tie. The positive parameter value for $GWESP(y)$ indi-
cates a tendency to form ties within a transitive clustered structure sharing one or two partners.

Posterior predictive checks are applied to compare the fit of the two models. The EA-ADS parameter estimates are used to simulate 1,000 networks from \( p(y|\hat{\theta}_{m_1}) \) and \( p(y|\hat{\theta}_{m_2}) \) using the TNT sampler. A burn-in period of 10,000 simulations and a thinning interval of 1,000 simulations are specified. We evaluate the model fit using the distributions of in-degrees, out-degrees and edge-wise shared partners, see figure 4.6.

\[
p(y|\hat{\theta}_{m_1}) \quad \text{and} \quad p(y|\hat{\theta}_{m_2})
\]

\[
\text{Using only the default summary statistics it is not possible to select one of the two models over the other. Both models fit well for in-degrees but clearly overestimate out-degrees of 4 and 10. They underestimate out-degrees below 4 and do not represent the two actors with an high out-degree of 13 and 18. Also, both models clearly overestimate the proportion of } EP_1\( (y) \). The fit for higher degrees of shared partners is acceptable. Both models are comparable in the amount of transitivity they do explain. Nevertheless, it is not clear whether the observed clustering in the network is due to homophily or due to endogenous network self organization. Following the recommendations of Hunter et al. (2008b) no superior
\]
model can be selected: $m_2$ seems to fit better on the $EP_k(y)$ statistics but fits worse on the distribution of in-degrees. This result highlights why model comparison based on the marginal likelihood is useful: if posterior predictive checks do not help to decide between non-nested ERGM specifications, the model with the largest value of $p(y|m_h)$ should be selected. In chapter 5 it will be apparent that indeed $m_2$ has to be preferred.

### 4.4.2 Expert network in Ghana

MCMC-ML estimation for the ERGM specifications in chapter 3 are heavily plagued by convergence issues due to starting values for algorithm (1) which are hard to choose. The EA-ADS is applied to estimate two nested model specifications for the expert network in Ghana: $m_1$ contains the edge parameter $L(y)$, reciprocity $M(y)$ and $GWESP(y)$ with $\alpha_E = 0.1$ as sufficient network statistics. Note that MCMC-ML will fail in estimating this particular specification as it is not possible to find suitable starting values for algorithm (1). $m_2$ in addition contains a binary dyadic covariate indicating whether two actors also cooperate in the support network (support). Flat $N(0, 100 \cdot I_P)$ multivariate normal priors are used for both models where $I_P$ is a $P \times P$ unit matrix. The EA-ADS is using $V = 20$ parallel chains to sample from the posterior. Each chain has a length of $I = 1,500$ iterations. ADS is specified with $\sigma_{ADS} = 0.001$ and $\gamma = 2.387/\sqrt{2P}$. Following Everitt (2012), a burn-in period of $N = 2,070$ iterations is set for the TNT sampler simulating networks. On average 5.87 retries are required to accept a proposed parameter vector $\theta^*$ for $m_1$ and 7.06 tries are required on average for $m_2$. The run times are 3.58 hours ($m_1$) and 4.54 hours ($m_2$) on a 3 GHz Windows machine using a single core. Traceplots of the chains are depicted in figure C.4 and figure C.7. All chains rapidly converge after less than $I_{barn} = 50$ iterations, which is used as burn-in period, and mix well. The Rubin-Gelman diagnostic of convergence $\hat{R}$, see Gelman et al. (2013), is smaller than 1.01 for all chains. For most chains the ACF is negligible after lag 10, see figure C.5 and figure C.8. For both EA-ADS runs the parallel chains are merged after discardening the burn-in draws creating a single MCMC sample of $I_{merge} = 29,000$ draws each. Density plots of the parallel chains are compared to the density of the merged sample in figure C.6 and figure C.9 where it is obvious that the samples are consistent.

The obtained ERGM parameter estimates and the respective HDR intervals
Table 4.2: Expert network Ghana: EA parameter estimates

<table>
<thead>
<tr>
<th></th>
<th>$m_1$</th>
<th>$m_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>edges</td>
<td>$-4.210^{***}$</td>
<td>$-4.361^{***}$</td>
</tr>
<tr>
<td></td>
<td>(0.463)</td>
<td>(0.464)</td>
</tr>
<tr>
<td>reciprocity</td>
<td>$3.786^{***}$</td>
<td>$3.629^{***}$</td>
</tr>
<tr>
<td></td>
<td>(0.271)</td>
<td>(0.276)</td>
</tr>
<tr>
<td>GWESP, $\alpha_E = 0.1$</td>
<td>$1.339^{***}$</td>
<td>$1.247^{***}$</td>
</tr>
<tr>
<td></td>
<td>(0.394)</td>
<td>(0.393)</td>
</tr>
<tr>
<td>support</td>
<td>$1.162^{***}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.202)</td>
<td></td>
</tr>
</tbody>
</table>

Notes: MCMC mean value (MCMC sd)

$^{***}0 \notin 99\%$ posterior HDR

are in line with the results of chapter 3 where in addition the $GWDSP(y)$ statistic is used. This statistic has a parameter estimate for all four models in chapter 3 which are very small compared to the $GWDSP(y)$ statistic. In $m_1$ the parameter estimates of the other three statistics do not change much compared to the endogenous model in chapter 3, compare table 4.2 and table B.3. Adding the dyadic support covariate in $m_2$ renders isolated ties more unlikely compared to $m_1$ as the edge parameter is slightly decreased. The parameter estimates of reciprocity and $GWESP(y)$ are smaller in $m_2$ so the added support covariate explains some of the observed reciprocity and transitivity. For $m_2$ the odds of expert information exchange is increased, c.p., by the factor

$$\exp\{1.162\} = 3.196$$

if two actors give political support to each other.

We check for model degeneracy like we did in section 2.5.4. Figure C.10 shows that the MCMC estimates for the $GWESP(y)$ parameter in $m_1$ and $m_2$ are far from any degeneracy. Interestingly, $E[GWESP(y)]$ for $m_1$ might get close to degeneracy around values of $\theta_3 = 0.9$ which could be the reason why it is not possible to estimate this model specification using MCM-ML methods in chapter 3.

GOF simulations are conducted using the TNT sampler with the same specifications as in section 4.4.1. It can be noticed that the fit of $m_2$ is better than $m_1$,
see figure 4.7 and 4.8, and is almost as good as the full model in chapter 3, compare figure B.1. \( m_2 \) cannot capture the very high degree of some nodes and does not fit the \( EP_k(y) \) distribution as well as the full model. Nevertheless, the GOF plots highlight how important the support covariate is to explain tie variable formation as adding this single variable yields goodness-of-fit almost equal to the full model. However, it may be difficult to choose the best model by GOF plots only. Model selection based on the marginal likelihood is discussed in chapter 5.

4.5 Summary

Bayesian ERGM estimation using the EA is robust to starting values near or inside the degenerate region which allows for the estimation of models that would not converge using MCMC-ML methods. The relative advantage in computational speed of the latter approach is useless if the starting values are badly chosen and algorithm (1) is not able to converge, irrespective of the number of specified retries. The bottleneck of the EA-ADS is the effort to generate auxiliary data as in every
iteration the TNT sampler has to converge to sample from the correct distribution of random graphs. Liang et al. (2016) introduce the adaptive exchange algorithm using parallel MCMC chains combined with importance sampling which does not require perfect sampling. This approach might speed up the process of Bayesian ERGM estimation.

Throughout this work we will use rather flat multivariate normal priors centered at zero. Handcock (2003a) propose informative prior distributions on $\theta$ to avoid ERGM model degeneracy discussed in section 2.5.4. Unfortunately, the location of the degenerate region of a model specification is unknown a priori. Snijders et al. (2006) give some heuristics on these locations for the social circuit ERGM. We consider model degeneracy not a major issue for Bayesian ERGM estimation using the EA as long as a reasonable model is specified. Caimo and Friel (2011) use slightly informative priors as it generally may be assumed that social networks have a negative density parameter for $L(y)$, a positive parameter for reciprocity $M(y)$ and a positive parameter for configurations capturing transitivity like $T(y)$, $EP_k(y)$ or $GWESP(y)$. They propose multivariate normal priors with $E[\theta_k] \in \{-1, 0, 1\}$ and a diagonal matrix for $\Sigma(\theta) = \sigma_0 I$ with diagonal elements $10 \leq \sigma_0 \leq 100$.

The Bayesian approach is especially powerful if partially observed networks with missing data shall be analyzed. Koskinen et al. (2010) use data augmentation for Bayesian ERGM estimation with missing tie variable information. Koskinen et al. (2013) extend this work to partially observed networks with missing attribute values. As an alternative to the ERGM class, Fosdick and Hoff (2015) extend the latent factor model, see Hoff (2005) and Hoff (2009), to partially observed networks with missing covariate information. Missing values are not an issue in this work, yet we want to highlight that snowball sampling applied in the survey design in chapter 3 is prone to missing values as it is not always clear which actors belong to a particular network. Wang et al. (2016) introduce multiple imputation of missing information, see Rubin (1976), to the ERGM framework.

One mean of assessing the model fit are posterior predictive checks but in this chapter it became obvious that this approach is not always helpful in selecting a superior model. In the next chapter Bayesian model selection using the marginal likelihood $p(y)$ will be discussed. The EA-ADS will be combined with thermodynamic integration in order to estimate $p(y)$ and non-nested ERGM specifications for social network data will be compared.
Chapter 5

Bayesian model selection for network data

In this chapter Bayesian model selection for the ERGM class is discussed. Concurr-
ing model specifications \( m_1, \ldots, m_M \) are compared using the marginal likelihood \( p(y|m_h) \) as selection criterion. A new approach for computing the ERGM marginal likelihood is proposed which combines the power posterior sampling approach by Friel and Pettitt (2008), a version of path sampling introduced by Gelman and Meng (1998), with explicit evaluation of the ERGM likelihood (EEL) by estima-
ting its intractable normalizing constant. A path sampling version of the exchange
algorithm (EA) discussed in chapter 4 is applied which shall be referred to as the
power posterior exchange algorithm (PPEA).

In Bayesian statistics the posterior distribution given a particular model speci-
fication \( m_h \) is

\[
p(\theta_h|y, m_h) = \frac{p(y|m_h)p(\theta_j|m_h)}{p(y|m_h)} \tag{5.1}
\]

where \( p(y|\theta_h, m_h) \) is the likelihood of model \( m_h \) and \( p(\theta_h|m_h) \) is the prior on \( \theta_h \).

The normalizing constant

\[
p(y|m_h) = E_{\theta_h} [p(y|\theta_m_h)] = \int_{\theta_h} p(y|\theta_h, m_h)p(\theta_h|m_h)d\theta_h \tag{5.2}
\]

insures that (5.1) is a proper probability distribution if data \( y \) are available and
requires integration over the whole parameter space of \( \theta_h \in \Theta_h \). In this role 5.2
is called the marginal likelihood or integrated likelihood. MCMC methods like the Gibbs sampler and the MH sampler circumvent the evaluation of the marginal likelihood as it is usually not of interest for Bayesian inference using a single model. \( p(y|m_h) \) can also be used for Bayesian model selection of concurring specifications. In this role it is referred to as the evidence of model \( m_h \). Usually the evidence is analytically not available and Monte Carlo (MC) methods are needed to yield an estimate \( \hat{p}(y|m_h) \) unless a prior \( p(\theta|h|m_h) \) conjugate to the likelihood \( p(y|m_h) \) is used. In most cases, this is not possible so an MC estimate of (5.1) is required which can be computational demanding. The estimation of the ERGM evidence is further complicated by the intractability of the likelihood normalizing constant.

Until recently, posterior predictive checks were the only option for ERGM model selection. The GOF plots introduced in chapter 2 are well suited to evaluate whether a model makes sense at all. But it may not be possible to select concurring models because the predictions look indistinguishable considering default summary statistics.

We use power posterior sampling introduced by Friel and Pettitt (2008), which is a version of thermodynamic integration, in order to integrate over the parameter space and yield an estimate of the ERGM evidence. Power posterior sampling is combined with the exchange algorithm of Murray et al. (2006) resulting into the power posterior exchange algorithm (PPEA). Like Friel (2013) we use thermodynamic integration to estimate the normalizing constant of the ERGM likelihood. The PPEA is combined with an explicit evaluation of the likelihood (EEL) which shall be referred to as PPEA-EEL. This fully Bayesian approach offers an estimate of the ERGM evidence while explicitly evaluating the likelihood function. PPEA-EEL is not restricted to small networks and may be used with model specifications that are able to capture realistic patterns of tie variable formation. Previous implicit approaches of estimating the ERGM evidence rely on Laplace approximations or non-parametric density estimates based on MCMC posterior draws. Also, existing approaches are restricted to networks with a more simplistic data structure like indirected ties or small networks. Most approaches use limited model specifications. The PPEA-EEL is applied to directed networks of considerable size using model specifications that are able to capture realistic patterns of social behaviour. Using the evidence for ERGM selection is superior to the established posterior predictive checks as no summary statistics have to be chosen a priori. It can help to select model specifications that are indistinguishable by posterior predictive approaches.
discussed in section 2.5.3. The evidence may be used to compare non-nested model specifications and offers the potential to compare different model classes which are fit to the same data. The major drawback of the PPEA-EEL is its computational intensity. In order to explicitly evaluate ERGM likelihoods of the demanded complexity an enormous computational effort is required. The PPEA-EEL is not easy to implement and a large number of MCMC samples has to be inspected. Heuristics are offered on how to implement and control the MCMC sampling techniques. Graphical methods are proposed to evaluate the numerical stability of evidence estimation.

In section 5.1 the Bayes factor is discussed and how to select concurring models in the Bayesian framework. In section 5.2 sampling techniques are introduced that can be used to estimate the model evidence. The focus of this work is on approaches related to importance sampling, namely bridge sampling and path sampling. Both parts of the PPEA-EEL, power posterior sampling the the explicit evaluation of the likelihood, are based on path sampling techniques. Other approaches of Bayesian model selection such as the across-model approach introduced by Green (1995) and the method by Chib (1995) are discussed in section 5.2.5. The PPEA-EEL is introduced in section 5.3.1. In section 5.4 we apply this approach to the Krackhardt’s managers network known from section 4.4 and the expert network in Ghana known from chapter 3. Geweke (1999) and Ando (2010) give an introduction to Bayesian model selection and review analytical and approximative methods of computing the evidence. A more recent review including more advanced computation methods is given by Friel and Wyse (2012).

5.1 The Bayes factor

If the evidence (5.2) was available for all competing models $m_1, \ldots, m_M$ we could compute the posterior probability of $m_h$ as

$$
\Pr(m_h|y) = \frac{p(y|m_h) \Pr(m_h)}{\sum_{h=1}^{M} p(y|m_h) \Pr(m_h)}.
$$

(5.3)

The model specification maximizing (5.3) should be selected. Typically a priori indifference between models is assumed with

$$
\Pr(m_1) = \Pr(m_2) = \ldots = \Pr(m_J)
$$
Table 5.1: Interpretation of the Bayes factor according to Kass and Raftery (1995)

<table>
<thead>
<tr>
<th>$2 \ln B_{12}$</th>
<th>Evidence against $m_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 to 2</td>
<td>Not worth more than a bare mention</td>
</tr>
<tr>
<td>2 to 6</td>
<td>Substantial</td>
</tr>
<tr>
<td>6 to 10</td>
<td>Strong</td>
</tr>
<tr>
<td>&gt; 10</td>
<td>Decisive</td>
</tr>
</tbody>
</table>

so (5.3) simplifies to

$$\Pr(m_h | y) = \frac{p(y | m_h)}{\sum_{h=1}^{M} p(y | m_h)}.$$  (5.4)

If the observed data are unlikely under a particular model $m_h$, the value of $p(y | m_h)$ will be smaller than under a model where the observed data are very likely. The posterior odds of two concurring models $m_1$ and $m_2$ are

$$\frac{\Pr(m_1 | y)}{\Pr(m_2 | y)} = \frac{\Pr(m_1)}{\Pr(m_2)} \times \frac{p(y | m_1)}{p(y | m_2)}.$$  (5.5)

The Bayes factor of the two concurring models $m_1$ and $m_2$

$$B_{12} = \frac{p(y | m_1)}{p(y | m_2)}$$  (5.6)

is the ratio of the respective model evidences. (5.5) is obtained by updating the prior odds $\Pr(m_1) / \Pr(m_2)$ with $B_{12}$. In most cases a priori indifference between two models is assumed with $\Pr(m_1) = \Pr(m_2)$. In this case (5.5) is identical to $B_{12}$. Calculation of the evidence $p(y | m_h)$ is crucial for Bayesian model comparison using Bayes factors, see Geweke (1999) for a review. The obvious application of (5.6) is to pairwise compare models. Kass and Raftery (1995) give an interpretation of the scale of $2 \ln BF_{12}$ as evidence against $m_2$, see table 5.1. Note that the evidence $p(y | m_h)$ and the Bayes factor $B_{12}$ can be used to compare non-nested models and different model classes fit to the same data. E.g. this would allow for the comparison of an ERGM and a latent factor model (Hoff, 2005, 2009) fit to the same network.

After computing the posterior probabilities $\Pr(m_1 | y), \ldots, \Pr(m_M | y)$ of a set of model specifications is computed, Bayesian model averaging can be used to
capture the uncertainty in model selection. Instead of discarding all but the single
selected model a predictive distribution averaging over all estimated models is
constructed. The predictive distribution of $m_h$ is weighted with its respective
posterior probability $Pr(m_h|y)$. See Madigan and Raftery (1994) and Raftery et
al. (1997) and Hoeting et al. (1999) for a tutorial.

Many methods of estimating $p(y|m_h)$, see section 5.2, require an explicit eval-
uation of the likelihood function

$$p(y|\theta_h, m_h) = \frac{q(y|\theta_h, m_h)}{z(\theta_h)}$$

with its non-normalized kernel $q(y|\theta_h)$ and the normalizing constant $z(\theta_h)$. Un-
fortunately, for the ERGM model class the likelihood is only known up to the
normalizing constant $z(\theta_h)$. Methods based on importance sampling to estimate
$z(\theta_h)$ of the ERGM are available where it is sufficient to know the non-normalized
likelihood $q(y|\theta_h, m_h)$. The power posterior approach by Friel and Pettitt (2008)
can be used to estimate the ERGM evidence using path sampling to explicitly es-
timate $z(\theta_h)$, see Friel (2013). Everitt et al. (2016) review methods of Bayesian
model comparison based on the evidence of models using likelihoods with unknown
normalizing constants. The information criteria introduced by Akaike (1998)

$$AIC_h = 2P - 2 \ln \hat{p}(y|\theta, m_h)$$

and Schwarz (1978)

$$BIC_h = \ln(N)P - 2 \ln \hat{p}(y|\theta, m_h)$$

require an explicit evaluation of the likelihood.\(^1\) These criteria are available for the
ERGM model class only after estimation of the normalizing constant $z(\theta_h)$. Hunter
and Handcock (2006) offer the estimation of $z(\theta_h)$ using a simplified version of path
sampling considered in section 5.2.3.\(^2\) Their approach is implemented in the R (R
Development Core Team, 2011) package \texttt{ergm} (Hunter et al., 2008a) and is used
to estimate the log-likelihood, the AIC and the BIC of the model specifications

\(^1\)Note that for network data $N$ is the number of tie variables.

\(^2\)Hunter and Handcock (2006) refer to their approach as \textit{bridge sampling}. In fact
they use a discretized version of path sampling with $J$ fixed steps which is similar to the
approach proposed by Friel (2013).
estimated in chapter 3. Posterior predictive checks discussed in section 2.5.1 can be used to evaluate the capability of a model to predict realistic data, e.g. data that are close to the observed data. Appropriate measures have to be chosen and it can be difficult to decide which model offers a better fit.

5.2 Computing the model evidence

Bayesian model estimation requires Monte Carlo (MC) methods for most model classes as the normalizing constant of the posterior distribution is analytically unavailable. In this section numerical methods of computing the evidence are discussed. Importance sampling is an option but in most cases this methods will be very inefficient. Meng and Wong (1996) introduce bridge sampling which uses samples from the posterior of interest and a bridging distribution with known normalizing constant. The marginal likelihood of interest can be estimated using a ration of normalizing constant. If the Kullback-Leibler divergence (Kullback, 1968) between the bridging distribution and the target distribution is large, it may be difficult to find a suitable bridging distribution. Path sampling (or thermodynamic integration) introduced by Gelman and Meng (1998) solves this problem by using a path of multiple bridging distributions where the Kullback-Leibler divergence of subsequent bridging distributions is small. Power posterior sampling introduced by Friel and Pettitt (2008) is a version of path sampling where a discretized path from the prior to the posterior of interest is used the estimate the evidence of the model of interest.

For the ease of notation we will suppress the conditioning on the model index $m_h$ and drop the subscript index on the model parameters $\theta_h$. We assume the evidence to be estimated within a particular model specification, referring simply to $p(y)$ instead of $p(y|m_h)$.

5.2.1 Importance sampling

Importance sampling is a rather simple MC method to compute the normalizing constant $p(y)$ of a posterior distribution $p(\theta|y)$, see Kass and Raftery (1995) for a general introduction. $q_0(\theta)$ is the (non-normalized) importance density. The
evidence may be expressed as

\[ p(y) = \frac{E_\theta \left[ p(y|\theta) \frac{p(\theta)}{q_0(\theta)} \right]}{E_\theta \left[ \frac{p(\theta)}{q_0(\theta)} \right]} \]  

(5.9)

where the expectation \( E_\theta \left[ \ldots \right] \) is taken with respect to \( q_0(\theta) \). \( p(\theta)/q_0(\theta) \) is the importance weight, \( p(\theta) \) is the prior distribution and \( p(y|\theta) \) is the likelihood. The evidence may be estimated using an importance sample \( \theta^{(1)}, \ldots, \theta^{(R)} \) generated from \( q_0(\theta) \) with

\[ \hat{p}(y) = \frac{\sum_{r=1}^{R} p(y|\theta^{(r)}) \frac{p(\theta^{(r)})}{q_0(\theta^{(r)})}}{\sum_{r=1}^{R} \frac{p(\theta^{(r)})}{q_0(\theta^{(r)})}}. \]  

(5.10)

See Geweke (1989) for a discussion. The main difficulty using (5.10) is to find a suitable importance function \( q_0(\theta) \).

McCulloch and Rossi (1991) discuss the prior \( p(\theta) \) as importance function, which simplifies the evidence to

\[ p(y) = \frac{E_\theta \left[ p(y|\theta) \frac{p(\theta)}{p(\theta)} \right]}{E_\theta \left[ \frac{p(\theta)}{p(\theta)} \right]} = E_\theta \left[ p(y|\theta) \right]. \]  

(5.11)

(5.11) is the expectation of the likelihood \( p(y|\theta) \) taken with respect to the prior \( p(\theta) \). Using a sample \( \theta^{(1)}, \ldots, \theta^{(R)} \) simulated from \( p(\theta) \) yields the prior arithmetic mean estimator of the evidence

\[ \hat{p}(y) = \frac{1}{R} \sum_{r=1}^{R} p(y|\theta^{(r)}). \]  

(5.12)

The problem using (5.12) is that in most cases the area of high likelihood is rather small whereas the prior is chosen to be rather diffuse. Thus most sample points will have very small likelihood values resulting in an inefficient simulation process, see McCulloch and Rossi (1991).
Newton and Raftery (1994) propose to use the non-normalized posterior \( q(\theta|y) = p(y|\theta)p(\theta) \) as importance function. The evidence may be expressed as

\[
\begin{align*}
p(y) &= \frac{\mathbb{E}_\theta \left[ p(y|\theta) \frac{p(\theta)}{q(\theta|y)} \right]}{\mathbb{E}_\theta \left[ \frac{p(\theta)}{p(y|\theta)p(\theta)} \right]} = \frac{1}{\mathbb{E}_\theta \left[ \frac{1}{p(y|\theta)} \right]} \quad (5.13)
\end{align*}
\]

Using a sample \( \theta^{(1)}, \ldots, \theta^{(R)} \) simulated from the posterior yields the harmonic mean estimator

\[
\hat{p}(y) = \left[ \frac{1}{R} \sum_{r=1}^{R} \frac{1}{p(y|\theta^{(r)})} \right]^{-1}. \quad (5.14)
\]

(5.14) is appealing as in most cases the MCMC sample used for Bayesian parameter estimation could be used. However, the harmonic mean estimator of the evidence has serious drawbacks. If the prior is more diffuse than the posterior, which is the case for most model specifications, high likelihood values will be overrepresented in the sample so \( \hat{p}(y) \) will be insensitive to the prior. The approach also requires an unpractical high number of MCMC simulations. Even worse, estimates tend to have infinite variance, see Friel and Wyse (2012) for a discussion. Xie et al. (2011) show that the harmonic mean estimator generally overestimates the evidence.

Finding a suitable importance distribution to estimate the evidence is complicated. If the distance in the sense of the Kullback-Leibler (KL) divergence between the prior and posterior is large, importance sampling will always be inefficient.

5.2.2 Bridge sampling

Newton and Raftery (1994) try to ameliorate the problem of finding a suitable importance density for (5.9) by using a mixture of prior and posterior as importance density. This is a first step towards bridge sampling introduced by Meng and Wong (1996): instead of using a single importance density to estimate the evidence, multiple densities are used. The densities are constructed in such a way that they can "bridge" the large KL divergence between the prior and the posterior. In its fundamental form bridge sampling uses two non-normalized sampling densities \( q_0(\theta) \) and \( q_1(\theta) \) generating two independent importance samples. Typically, \( q_1(\theta) \) has an unknown normalizing constant \( z_1 \). \( q_0(\theta) \) is a bridging distribution with known normalizing constant \( z_0 \). In most cases \( q_1(\theta) \) is the posterior of interest and
the normalizing constant \( z_1 \) is the evidence. \( q_0(\theta) \) is the non-normalized kernel of the proper prior \( p_0(\theta) \) with known \( z_0 \). Note that bridge sampling can also be used to estimate the normalizing constant of an intractable likelihood function, see e.g. Hunter and Handcock (2006).

Meng and Wong (1996) define the bridge sampling identity for a ratio of two normalizing constants \( z_1 \) and \( z_0 \) as

\[
\eta \equiv \frac{z_1}{z_0} = \frac{E_0[q_1(\theta)\varphi(\theta)]}{E_1[q_0(\theta)\varphi(\theta)]}.
\] (5.15)

\( q_j(\theta), \; j \in (0, 1) \) is a non-normalized sampling distribution. The normalizing constant \( z_0 \) of \( q_0(\theta) \) is known while \( z_1 \) of \( q_1(\theta) \) is unknown. \( E_j[\ldots] \) is the expectation taken with respect to the normalized sampling distribution \( p_j(\theta) = q_j(\theta)/z_j \). \( \varphi(\theta) \) is an arbitrary function satisfying

\[
0 < \left| \int_{\Omega_0 \cap \Omega_1} \varphi(\theta)p_0(\theta)p_1(\theta)d\theta \right| < \infty.
\]

\( \Omega_j \) is the support of \( p_j(\theta) \) where in most cases \( \Omega_0 = \Omega_1 \). The general bridge sampling estimate of \( \eta \) using draws from both \( q_0(\theta) \) and \( q_1(\theta) \) is

\[
\hat{\eta} = \frac{1}{R_0} \sum_{r_0=1}^{R_0} q_1(\theta_{0_r}^{(r_0)})\varphi(\theta_{0_r}^{(r_0)}) \frac{1}{R_1} \sum_{r_1=1}^{R_1} q_0(\theta_{1_r}^{(r_1)})\varphi(\theta_{1_r}^{(r_1)}).
\] (5.16)

Various choices of \( \varphi(\theta) \) are discussed by Meng and Wong (1996), Frühwirth-Schnatter (2004) and Chen et al. (2002). Note that importance sampling is a special case of bridge sampling as

\[
\varphi(\theta) = q_0(\theta)^{-1}, \; \Omega_1 \subset \Omega_0
\]
yields

\[
\eta = E_0 \left[ \frac{q_1(\theta)}{q_0(\theta)} \right].
\] (5.17)

where \( E_0[\ldots] \) is taken with respect to the normalized importance density \( p_0(\theta) \).
The resulting importance sampling estimate of $\eta$ is

$$\hat{\eta} = \frac{1}{R_0} \sum_{r=1}^{R_0} \frac{q_1(\theta^{(r_0)})}{q_0(\theta^{(r_0)})}$$ (5.18)

with $\theta^{(1)}, \ldots, \theta^{(R_0)}$ sampled from $q_0(\theta)$. This is the importance sampling estimate used by Geyer and Thompson (1992) which allows for the explicit estimation of the ERGM normalizing constant, see section 2.5.2 for a discussion.\(^3\)

In most cases bridge sampling is implemented with $q_1(\theta)$ as the model posterior of interest with unknown normalizing constant $z_1$ which is the model evidence. MCMC draws are simulated from $q_1(\theta)$ and are used to construct the bridging distribution $q_0(\theta)$ in such a way that $z_0(\theta)$ is known. The model evidence may be estimated using

$$z_1 = \hat{\eta} \cdot z_0.$$

Lopes and West (2004) use draws from the non-normalized posterior and a multivariate normal approximation to the posterior after obtaining MCMC draws to estimate the evidence of factor models. Note that this approach requires the posterior to be well behaved and unimodal, see Diciccio et al. (1997). Frühwirth-Schnatter (2004) use a similar approach to estimate the evidence of mixture and Markov switching models where $q_1(\theta)$ is the non-normalized posterior of interest and $q_0(\theta)$ is an unsupervised bridging distribution constructed from an MCMC sample simulated from $q_1(\theta)$.

### 5.2.3 Path sampling

It may be very difficult to find a suitable bridging distribution in order to estimate (5.15). If the KL divergence between $q_0(\theta)$ and the $q_1(\theta)$ is large, (5.16) might yield a very inefficient estimate of the ratio of normalizing constants $\eta$, see Calderhead and Girolami (2009) for a discussion. As a solution to this problem Gelman and Meng (1998) develop path sampling as an extension to bridge sampling. Instead of using a single bridging distribution and the target distribution $J \to \infty$ distributions

\(^3\)Finding a suitable importance distribution is very difficult. Hunter and Handcock (2006) propose a simplified path sampling approach to estimate the intractable ERGM normalizing constant which they refer to as multiple bridge sampling.
are used. A class of non-normalized densities

\[ q(\theta | t), \quad t \in [0, 1] \]

has to be defined joining \( q_0(\theta) \) and \( q_1(\theta) \). This class has to be constructed in such a way that

\[ q(\theta | t = 0) = q_0(\theta) \]

and

\[ q(\theta | t = 1) = q_1(\theta) \]

defining a continuous and differentiable path in the distributional space from \( q_0(\theta) \) to \( q_1(\theta) \). This path helps to "bridge" the KL divergence between \( q_0(\theta) \) and \( q_1(\theta) \) if both densities have the same support. The scalar parameter \( t \) is a continuous random variable in \([0, 1]\) with prior distribution \( p(t) \). \( t \) may be an uniform random variable in \([0, 1]\) or follow a beta distribution, see Xie et al. (2011). \( z_t \) is a normalizing constant so that

\[ p(\theta | t) = \frac{1}{z_t} q(\theta | t). \]

Gelman and Meng (1998) define the ratio of normalizing constants known from bridge sampling, see equation (5.15), on the log-scale. This is called the path sampling identity:

\[ \lambda = \ln \left( \frac{z_1}{z_0} \right) = \ln(z_1) - \ln(z_0) = \int_0^1 E_{\theta|t}[U(\theta, t)] dt. \quad (5.19) \]

\( E_{\theta|t} \) is the expectation taken with respect to \( p(\theta | t) \).

\[ U(\theta, t) = \frac{d}{dt} \ln q(\theta | t) \]

(5.20)

is called the potential and \( t \) is called the temperature.\(^4\) This terminology is chosen due to the analogy to thermodynamic integration used in the field of statistical

\(^4\)Considering the analogy to thermodynamic integration, \( t \) is precisely an inverse temperature: if \( t = 0 \), the free energy may be imagined to be maximal with atoms moving freely. \( t = 1 \) corresponds to the minimal temperature possible corresponding to zero free energy, the movement of atoms is minimal. Somehow simplifying the path from \( t = 0 \) to \( t = 1 \) corresponds to cooling a system from its gaseous phase to its solid phase. However, as this is just an analogy, we refrain from calling \( t \) an inverse temperature and call it simply the temperature.
physics, see Ogata (1989). Conceptually, the methods are identical, yet the fields of application are very different, see Gelman and Meng (1998) for a discussion. The log ratio of normalizing constants $\lambda$ can be found by solving an integral over the unit interval, see appendix D.1 for details. As

\[ t \sim p(t), \]

(5.19) can be expressed as

\[ \lambda = E_{\theta,t} \left[ \frac{U(\theta,t)}{p(t)} \right] \tag{5.21} \]

where $E_{\theta,t} \ldots$ is taken with respect to the joint sampling distribution

\[ p(\theta,t) = p(\theta|t)p(t). \tag{5.22} \]

This suggests the estimate of (5.19)

\[ \hat{\lambda} = \frac{1}{R} \sum_{r=1}^{R} \frac{U(\theta^{(r)},t^{(r)})}{p(t^{(r)})} \tag{5.23} \]

where $((\theta^{(1)},t^{(1)}),\ldots,(\theta^{(R)},t^{(R)}))$ is sampled from $p(\theta,t)$.

It may not always be practical to sample $t$ from a continuous distribution. In some cases $U(\theta,t)$ is difficult to evaluate and may require additional computational effort, see section 5.2.4. In such a situation it is more practical to evaluate $U(\theta,t)$ for a fixed number of temperatures instead of using $t^{(1)},\ldots,t^{(R)}$ sampled points. The integral over the unit interval required to solve (5.19) may be approximated by discretizing the path from $p_0(\theta)$ to $p_1(\theta)$ on $J$ finite points applying a trapezoidal rule or Simpson’s rule, see among others Lartillot and Philippe (2006) and Friel and Pettitt (2008). Using a discretized approximation of that path, $t$ is not a random variable anymore but is chosen from a fixed grid. For each point $t_j$, $j = 1,\ldots,J$ the expected value of the potential given the temperature step $t_j$ may be estimated as

\[ \hat{E}_{\theta|t_j} [U(\theta,t_j)] = \frac{1}{R} \sum_{r=1}^{R} \frac{d}{dt} \ln q(\theta^{(r)}|t_j) \tag{5.24} \]

using a MC sample $\theta^{(1)},\ldots,\theta^{(R)}$ drawn from $p(\theta|t_j)$. The standard trapezoidal
rule of integrating a function \( f(x) \) between points \( a \) and \( b \) is

\[
\int_a^b f(x) \, dx = (b - a) \left[ \frac{f(b) - f(a)}{2} \right].
\]  

(5.25)

Applying (5.25) yields an estimate of (5.19)

\[
\hat{\lambda} = \sum_{j=2}^J \xi_j = \sum_{j=2}^J (t_j - t_{j-1}) \left( \frac{\hat{E}_{\theta|t_{j-1}}[U(\theta, t_{j-1})] + \hat{E}_{\theta|t_j}[U(\theta, t_j)]}{2} \right).
\]  

(5.26)

\( \xi_j \) is the mean of the estimated expected potentials at subsequent temperature steps \( t_{j-1} \) and \( t_j \) weighted by the temperature step size \( (t_j - t_{j-1}) \).

Path sampling may be used with Bayesian statistics in order to estimate the model evidence \( p(y) \). In such a case \( q_1(\theta) \) is the posterior of interest with unknown normalizing constant

\[
z_1 = z_{t=1} = p(y).
\]

\( q_0(\theta) \) is a proper prior distribution with known normalizing constant

\[
z_0 = z_{t=0} = 1.
\]

Using (5.19) the model evidence may be estimated as

\[
\ln \hat{p}(y) = \hat{\lambda}
\]

as it is known that

\[
\ln z_0 = \ln z_{t=0} = 0.
\]

The path of \( t \) over the unit interval then corresponds to a transition from the prior at \( t = 0 \) to the posterior at \( t = 1 \). Lartillot and Philippe (2006) and Friel and Pettitt (2008) construct the class of tempered distributions in such a way that \( t \) has the role of a data weight where \( t = 0 \) corresponds to zero information obtained from data. Applying path sampling the problem of integrating over the whole parameter space \( \Theta \) in order to compute the evidence may be replaced by the integral over the unit interval.

In this work path sampling is used in order to obtain the model evidence during Bayesian ERGM estimation by combining path sampling with the exchange algorithm, see section 5.3.1. This requires an explicitly estimate of the normalizing
constant of the intractable ERGM likelihood, see section 5.3.2.

5.2.4 Power posterior sampling

Power posterior sampling introduced Fried and Pettitt (2008) is a version of path sampling where \( q_1(\theta) \) is the non-normalized posterior and \( q_0(\theta) \) is the non-normalized prior. The continuous path from \( q_0(\theta) \) to \( q_1(\theta) \) is constructed by raising the likelihood to a power \( t \)

\[
p(\theta|y, t) \propto p(y|\theta)^t p(\theta)
\]

which is called the power posterior. The non-normalized target posterior of interest at the temperature \( t = 1 \) is

\[
p(\theta|y, t = 1) \propto (y|\theta)^{t=1} p(\theta) = q_1(\theta). \tag{5.27}
\]

The prior is

\[
p(\theta|y, t = 0) \propto p(y|\theta)^{t=0} p(\theta) = p(\theta) = q_0(\theta) \tag{5.28}
\]

and is assumed to be proper. In analogy to thermodynamic integration we refer to \( t \) as the temperature, \( p(y|\theta)^t \) as the tempered likelihood and \( p(\theta|y, t) \) as the tempered posterior. The normalizing constant of the tempered posterior \( p(\theta|y, t) \) is

\[
p(y|t) = \int_{\theta} p(y|\theta)^t p(\theta) d\theta, \quad t \in [0, 1] \tag{5.29}
\]

where

\[
p(y|t = 1) = p(y)
\]

is the normalizing constant of the target posterior and thus the model evidence. If a proper prior is used,

\[
p(y|t = 0) = 1
\]

as it is known that the prior integrates to 1. These results can be applied to the path sampling identity (5.19). The resulting power posterior sampling identity
expresses the log of the model evidence as

$$\ln (p(y)) = \ln \frac{p(y|t = 1)}{p(y|t = 0)}$$

$$= \ln p(y|t = 1) - \ln p(y|t = 0)$$

$$= \int_0^1 E_{\theta|y,t} [\ln p(y|\theta)] \, dt.$$  \tag{5.30}

$E_{\theta|y,t} \ldots$ is the expectation taken with respect to the tempered posterior $p(\theta|y, t)$. Details on (5.30) are given in appendix D.2. Friel and Pettitt (2008) express the model evidence $p(y)$ as an integral over the unit interval from 0 to 1 with respect to the power $t$. Just like with path sampling the log evidence can be calculated by evaluation of the one dimensional integral over the unit interval. At low temperatures with $t$ close to 0 the tempered posterior will strongly resemble the prior which typically has a much higher variance than the target posterior. This allows the sampler to move freely and explore the parameter space for $t$ close to zero. The closer the temperature gets to 1 the more restricted the sampler will be and the less free are its movements. Calderhead and Girolami (2009) give a detailed illustration on sampling from tempered posteriors where the target posterior has a complex multimodal shape. They highlight that a strength of tempering algorithms like power posterior sampling is their ability to facilitate sampling from complex distributions without getting caught inside local maxima. On the advantages of tempering algorithms see also Neal (2001).

The integral

$$\int_0^1 E_{\theta|y,t} [\ln p(y|\theta)] \, dt$$

can be approximated using $J$ discretized steps $j = 1, \ldots, J$ transiting from $t_1 = 0$ to $t_J = 1$ over the unit interval instead of sampling $t$ from a continuous distribution. If the normalizing constant $z(\theta|t)$ of the tempered likelihood $p(y|\theta, t)$ is not available analytically, as it is the case for the ERGM, this approach has the advantage that $z(\theta|t)$ needs to be estimated only for a fixed number of $J$ tempered likelihoods. Sampling $t$ from the continuous distribution $p(t)$ is not an option for intractable likelihoods as the computational burden of estimating $z(\theta|t)$ for every sampled $t$ would be too high. For each discrete temperature step $t_j$ the expected value of the tempered likelihood $E_{\theta|y,t_j} [\ln p(y|\theta)]$ with respect to the tempered posterior is estimated using MCMC simulations from $p(\theta|y, t_j)$. This corresponds to
a discretized transition on $J$ steps from the prior

$$p(y|\theta)^{t_j=0}p(\theta)$$

to the non-normalized posterior

$$p(y|\theta)^{t_j=1}p(\theta).$$

Subdividing the whole integrating range from $t = 0$ to $t = 1$ into $J - 1$ intervals

$$[t_{j-1}, t_j], \; j = 2, \ldots, J$$

and applying the trapezoidal rule (5.25) yields a discretized approximation of the log evidence

$$\ln p(y) \approx \sum_{j=2}^{J} \xi_j$$  \hspace{1cm} (5.31)

where

$$\xi_j = (t_j - t_{j-1}) \times \left( \frac{E_{\theta|y,t_{j-1}}[\ln p(y|\theta)] + E_{\theta|y,t_j}[\ln p(y|\theta)]}{2} \right).$$  \hspace{1cm} (5.32)

The expectation $E_{\theta|y,t}[]$ in (5.32) is taken with respect to the tempered posterior $p(\theta|y,t)$. $\xi_j$ is the mean of the expected values of the log likelihood taken with respect to neighbouring tempered posteriors $p(\theta|y,t_{j-1})$ and $p(\theta|y,t_j)$ weighted by the temperature step length $(t_j - t_{j-1})$. The estimate (5.31) is obtained using $J$ MCMC samples each of size $I$

$$\theta_j^{(i)}, \ldots, \theta_j^{(I)}, \; (j = 1, \ldots, J)$$

taken from the respective tempered posterior $p(\theta|y,t_j)$ and estimating

$$\hat{E}_{\theta|y,t_j}[\ln p(y|\theta)] = \frac{1}{I} \sum_{i=1}^{I} \ln p(y|\theta_j^{(i)}).$$  \hspace{1cm} (5.33)

Note that (5.33) requires an explicit evaluation of the likelihood $p(y|\theta)$ at the sampled points $\theta_j^{(i)}$. If the normalizing constant of the likelihood is not available,
this requires additional computational effort, see section 5.3.2.

The major drawback of using a fixed schedule of temperature steps is the induced discretizational error. Calderhead and Girolami (2009) find that equidistant spacing of steps as used by Lartillot and Philippe (2006) is biased and generally the spacing should be skewed towards the prior, see also Xie et al. (2011). Calderhead and Girolami (2009) give theoretical details on how the optimal path minimizes the KL divergence between subsequent tempered posteriors $p(\theta|y, t_{j-1})$ and $p(\theta|y, t_j)$. They also give empirical evidence that an adequate temperature spacing is more important than the number of discretizing steps. Friel and Pettitt (2008) use the discretized path

$$t_j = \left( \frac{j}{J} \right)^w$$

and set $w = 5$ focusing on low values of $t_j$ corresponding to tempered posterior distributions which are very close to the prior. This temperature spacing shall both minimize the discretizational error and the bias in estimating $p(y)$. Friel et al. (2014) suggest to reduce the discretizational error either by correcting the trapezoidal rule given a particular temperature path or by adaptively optimizing the placement of the steps in the path itself. On other approaches to find an optimal temperature spacing for power posterior sampling, see Lefebvre et al. (2009), Behrens et al. (2012), Hug et al. (2016) and Oates et al. (2016). Throughout this work the spacing (5.34) with $w = 5$ is used.

### 5.2.5 Other approaches

There are many more MC techniques available for the computation of the evidence. A short overview is given on those techniques that have been applied for ERGM selection. An early method is the Laplace approximation by Tierney and Kadane (1986) which makes the strong assumption that the posterior may be approximated by a normal distribution. The posterior should at least be highly peaked around its mode which has to be close to the ML estimate. Thiemichen et al. (2016) use a Laplace approximation for the estimation of the ERGM evidence after obtaining MCMC samples simulated with the EA. This method has the advantage that it is fast and rather easy to implement, see Friel and Wyse (2012) for a discussion. However, it shall be noted that the strong approximation assumption of an elliptical
posterior distribution will not always hold.

A very popular method of computing the model evidence is the approach introduced by Chib (1995) for the output of the Gibbs sampler. The formula of the posterior \( p(y) \) can be rearranged to

\[
p(y) = \frac{p(y|\theta)p(\theta)}{p(\theta|y)}. \tag{5.35}
\]

The evidence can be estimated by plugging a value \( \theta^* \) of high posterior density into (5.35). Chib and Jeliazkov (2001) apply (5.35) to the output of the MH sampler. Friel (2013) use (5.35) to estimate the evidence the ERGM. After obtaining a MCMC sample from the posterior its density is evaluated using a non-parametric kernel density estimation approach which is restricted to models with not more than than five parameters. The evidence may be estimated as

\[
\hat{p}(y) = \frac{q(y|\theta^*)p(\theta^*)}{\hat{z}(\theta^*)\hat{p}(\theta^*|y)} \tag{5.36}
\]

where \( \hat{p}(\theta^*|y) \) is a kernel density estimate of the posterior at the point \( \theta^* \). Both the Laplace approximation by Thiemichen et al. (2016) and the usage of (5.36) require \( \hat{z}(\theta^*) \) which is an explicit estimate of the normalizing constant of the ERGM likelihood, see section 5.3.2. Friel (2013) estimate the ERGM evidence for non-elliptic posterior distributions where a Laplace approximation could not be applied. The major drawback of (5.36) is that the non-parametric kernel density estimation approach is limited to models with a low number of parameters.

Green (1995) propose reversible jump MCMC (RJ-MCMC) which exploits the joint distribution of all models of interest where the joint parameter space may contain models of different dimensionality. A single MCMC chain is constructed crossing the joint model and parameter space of concurring models. Hastie and Green (2012) give a review of RJ-MCMC methods for Bayesian model selection. Caimo and Friel (2013) apply RJ-MCMC to Bayesian ERGM comparison for nested models. It can be very difficult to achieve reasonable mixing across the model space and practical implementation of RJ-MCMC may be hindered by the sensitivity to the specification of the jump proposal.

There are many more MC and MCMC methods to compute the evidence which have not been applied to the ERGM. A popular MC technique is annealed importance sampling introduced by Neal (2001) which uses a tempering transition similar
to path sampling. The MC methods of annealed important sampling and more recently sequential MC methods, see Del Moral et al. (2006), are powerful tools for computing the evidence as they are computationally more efficient than MCMC methods, see Friel and Wyse (2012) and Everitt et al. (2016) for a review. In contrast to MCMC samplers which generate autocorrelated samples, MC methods are easy to parallelize and to run on multi core computers. Tavaré et al. (1997) propose approximate Bayesian computation (ABC) to estimate the evidence where the likelihood \( p(y|\theta) \) is approximated by simulation methods using summary statistics \( s(y) \), Marin et al. (2012) for a review. To our knowledge ABC has not been applied to the ERGM. An advantage could be that suitable summary statistics \( s(y) \) to evaluate the simulations are already defined for the ERGM class.

5.3 The power posterior exchange algorithm

The PPEA-EEL consists of two main steps. First, MCMC samples have to be simulated from the tempered posteriors along the path of the temperature steps (power posterior step), see section 5.3.1. After obtaining these simulations, in a second step importance sampling is used to estimate the normalizing constants of the tempered likelihoods

\[ z(\theta_j|t_j), \ j = 1, \ldots, J \]

which which allows for an explicit evaluation of the likelihoods (EEL) and the estimation of \( E_{\theta_j|y,t_j} [\ln p(y|\theta_j)] \). The evidence of an ERGM can be estimated using (5.31). The scheme of the PPEA-EEL is described in algorithm (4).

In contrast to Friel (2013) and Thiemichen et al. (2016) the PPEA-EA does not require a posterior density approximation as it solve the integral over the parameter space using (5.30). It can be applied to non-elliptic posteriors where the assumptions for a Laplace approximations are not met.

5.3.1 Power posterior step

In this section power posterior sampling is combined with the EA in order to estimate the ERGM evidence. The trapezoidal approximation to the evidence (5.32) requires MCMC samples from the tempered posteriors

\[ p(\theta_j|y,t_j), \ j = 1, \ldots, J. \]
Algorithm 4: The PPEA-EEL approach

1 Specify a discrete transition on $J$ steps from $t_{j=1} = 0$ to $t_{j=J} = 1$.

2 **PPEA step:** Use the PPEA to sample

$$\theta_j, \ (j = 1, \ldots, J)$$

from the tempered posterior $p(\theta_j | y, t_j)$, see algorithm (5).

3 **EEL step:** Use importance sampling to estimate the normalizing constants

$$z(\theta_j | t_j), \ (j = 1, \ldots, J)$$

of the tempered likelihoods, see equation (5.42).

4 Estimate $E_{\theta_j | t_j} [\ln p(y | \theta_j)^{t_j}]$, $(j = 1, \ldots, J)$.

5 Estimate the log evidence $\ln p(y)$ using a trapezoidal approximation, see equation (5.31).

As the normalizing constant of the ERGM likelihood is not available the EA, see algorithm (2), is applied at every temperature step $t_j$. The algorithmic scheme of the PPEA is described in algorithm (5). R code for the PPEA implemented in this thesis can be found in the attached DVD.\(^5\) For each temperature $t_j$ the PPEA samples from an augmented posterior distribution

$$p(\theta_j, \theta_j^*, y^* | y, t_j) \propto p(y | \theta_j)^{t_j} p(\theta_j) p(y^* | \theta_j^*)^{t_j} \mathcal{H}(\theta_j^* | \theta_j, t_j). \tag{5.37}$$

$\theta_j^*$ is a proposed vector of model parameters sampled from a proposal distribution $\mathcal{H}(\theta_j^* | \theta_j, t_j)$. V parallel adaptive direction sampling (ADS) chains may be used in order to improve convergence, see section 4, which helps to explore the support of the tempered posterior. $y^*$ is an auxiliary network simulated conditional on $\theta_j^*$ from $p(y | \theta_j^*)^{t_j}$. As perfect sampling from the ERGM is not possible, the tie-not-tie sampler (Hunter et al., 2008b) can be applied to sample auxiliary network data, see section 2.5.1. $y^*$ is used in the exchange move, see step 7 of algorithm (5), to circumvent the evaluation of the intractable ERGM likelihood. The temperature spacing is constructed in such a way that the KL-divergence between subsequent temperature steps $(t_{j-1}, t_j)$ is minimized, see section 5.2.4. Thus the chains in step

\(^5\)Note that this implementation requires parallel multi core computation and will not run on a single core.
Algorithm 5: The power posterior exchange algorithm

Sample $\theta_{j=1}^{(i-1)}, \ldots, \theta_{j=1}^{(i-1)}$ from the prior $p(\theta)$.

for $j = 2, \ldots, J$ do

Initialize $\theta_{j}^{(i=1)}$

for $i = 2, \ldots, I$ do

Gibbs update of $\theta_{j}^{*}$ and $y^{*}|\theta_{j}^{*}, t_{j}$:

Draw $\theta_{j}^{*} \sim \mathcal{H} \left( \theta_{j}^{*}|\theta_{j}^{(i-1)} \right)$ where $\mathcal{H}(\cdot|\cdot)$ is assumed to be symmetric.

Draw $y^{*} \sim p(y^{*}|\theta_{j}^{*}, t_{j})$.

Exchange move:

Move from $\theta_{j}^{(i-1)}$ to $\theta_{j}^{*}$ with probability

$$a_{PPEA} = \min \left\{ 1, \frac{p(\theta_{j}^{*})}{p(\theta_{j}^{(i-1)})} \frac{q(y^{*}|\theta_{j}^{*}, t_{j})}{q(y^{*}|\theta_{j}^{(i-1)}, t_{j})} \frac{q(y|\theta_{j}^{(i-1)}, t_{j})}{q(y^{*}|\theta_{j}^{*}, t_{j})} \right\}. $$

Repeat step 7 until $a_{PPEA} = 1$, count the number of retries.
of algorithm (5) of the temperature \((j)\) may be initialized using the mean of the chains at temperature \((j - 1)\). After convergence the state \(j\) is independent of the state \(j - 1\). At temperature \(j = 1\) the tempered posterior is equal to the prior. Usually a normal prior centered to zero will be used which does not require the EA to be simulated from, see step 1 of algorithm (5).

### 5.3.2 Explicit evaluation of the intractable likelihood

The normalizing constant \(z(\theta)\) of the ERGM likelihood is impossible to evaluate analytically in most cases as it requires summation over all possible network graphs in \(Y\), see section 2.3. In the EEL step of the PPEA-EEL importance sampling is used to explicitly estimate the normalizing constants of the tempered ERGM likelihoods along the temperature path after obtaining MCMC simulations from the tempered posteriors. In contrast to implicit approaches of estimating the ERGM evidence, see Friel (2013) and Thiemichen et al. (2016), the proposed PPEA-EEL does not approximate the density of the posterior and does not require particular approximation assumptions. While MCMC methods like the EA circumvent the necessity to evaluate \(z(\theta)\), explicit evaluation of the normalized likelihood is a prerequisite if one is interested in the estimation of the evidence \(p(y)\) without relying on posterior approximations.

Importance sampling, see section 5.2.2, can be used to estimate the ratio of normalizing constants \(z_1(\theta)/z_0(\theta)\) where \(z_1(\theta)\) is the unknown normalizing constant of the likelihood which shall be evaluated explicitly. \(z_0(\theta)\) is the known normalizing constant of the importance function. If all parameter values of an ERGM specification are equated to zero, it is known that the resulting normalizing constant is the number of possible graphs \(G\), see section 2.4.1. The non-normalized kernel of such an ERGM assuming independence of all tie variables may be used as importance function \(q_0(y|\theta_0)\) with known normalizing constant \(z_0(\theta) = G\).\(^6\) Using equation (5.18) the normalizing constant of interest can be estimated as

\[
\hat{z}_1(\theta) = \frac{1}{R} \sum_{r=1}^{R} \frac{q_1(y^{*r}(\theta_1))}{q_0(y^{*r}(\theta_0))} \times z_0(\theta)
\]

where \((y^{*1}, \ldots, y^{*R})\) is an importance sample simulated from \(q_0(y|\theta_0)\). For all

\(^6\)As \(G\) can be a very large figure the \(R\) (R Development Core Team, 2011) package \texttt{Brobdingnag} (Hankin, 2007) is required for networks with \(n \geq 32\) nodes.
most any ERGM the importance function \( q_0(y|\theta_0) \) assuming tie variable independence will be a very bad choice to be used in (5.38) as a simulated network \( y^{s(r)} \) will have little in common with the observed network \( y \). This problem can be solved by using a discretized path of tempered importance functions which help to transition from the tractable importance function \( q_0(y|\theta_0) \) to \( q_1(y|\theta_1) \). The path of temperatures

\[
(t_j = 1, \ldots, t_J = J)
\]

known from power posterior sampling can be used for that transition on \( J \) steps.

A class of tempered importance functions \( q(y|\theta_j)^{t_j} \) can be constructed with its normalizing constant \( z(\theta_j|t_j) \). The ratio of normalizing constants

\[
\frac{z_1(\theta)}{z_0(\theta)} = \frac{z(\theta_{j=J}|t_{j=J} = 1)}{z(\theta_{j=1}|t_{j=1} = 0)}
\]

can be expressed as

\[
\frac{z_1(\theta)}{z_0(\theta)} = \frac{z(\theta_2|t_2)}{z(\theta_2|t_2)} \times \frac{z(\theta_3|t_3)}{z(\theta_3|t_3)} \times \frac{z(\theta_4|t_4)}{z(\theta_4|t_4)} \times \cdots \times \frac{z(\theta_J|t_J)}{z(\theta_{J-1}|t_{J-1})}.
\] (5.39)

The direct estimation of \( z_1(\theta)/z_0(\theta) \) is replaced by a product of ratios of neighbouring tempered normalizing constants. While the KL-divergence between the importance function and the target might be too large to make (5.38) an efficient estimate of \( z_1(\theta) \), the discretized path on \( J \) steps used in (5.39) yields \( J - 1 \) importance estimates of ratios where the importance function \( q(y|\theta_j)^{t_j} \) and the subsequent target \( q(y|\theta_{j-1})^{t_{j-1}} \) have very small KL-divergence. The ratio of two neighbouring tempered normalizing constants can be approximated using the ratio of the corresponding tempered kernels

\[
\frac{z(\theta_{j+1}|t_{j+1})}{z(\theta_{j}|t_{j})} \approx \frac{q(y|\theta_{j+1})^{t_{j+1}}}{q(y|\theta_{j})^{t_{j}}}.
\] (5.40)

For each temperature step

\[
t_j, \ (j = 1, \ldots, J)
\]

sample \( R \) importance simulations from the corresponding tempered importance function

\[
y_j^{s(1)}, \ldots, y_j^{s(R)} \sim q(y|\theta_j^{(i)})^{t_j}
\]
where the sample from the tempered posterior
\[ \theta^{(i)}_j, \quad i = 1, \ldots, I \]
is obtained in step 2 of algorithm (4). This yields an unbiased importance estimate of the ratio of normalizing constants of neighbouring tempered likelihoods
\[
\left( \frac{z(\theta_{j+1}^{(t_j+1)})}{z(\theta_j^{(t_j)})} \right) = \frac{1}{I} \sum_{i=1}^{I} \left( \frac{1}{R} \sum_{r=1}^{R} q \left( y_j^{(r)} | \theta^{(i)}_j^{(t_j+1)} \right) \right)
\]
by averaging over all \( I \) simulations from the tempered posteriors \( p(\theta_j | y, t_j) \). The normalizing constant of the likelihood of interest \( z(\theta_{j=J} | t_{j=J}) \) can be estimated as
\[
\hat{z}(\theta_{j=J} | t_{j=J}) = \prod_{j=1}^{J-1} \left( \frac{z(\theta_{j+1}^{(t_j+1)})}{z(\theta_j^{(t_j)})} \right) \times z_0(\theta)
\]
where \( z_0(\theta) = G \). Equation (5.42) can be used to estimate any normalizing constant \( z(\theta_j | t_j) \) on the temperature path. The tempered likelihood at \( t_j \) for a given value \( \theta^{(i)}_j \) can be evaluated explicitly as
\[
\hat{p}(y | \theta^{(i)}_j)^{t_j} = \frac{q(y | \theta^{(i)}_j)^{t_j}}{\hat{z}(\theta_j^{(t_j)})}.
\]
The expected value \( E_{\theta_j | y, t_j}[\ln p(y | \theta_j)] \) can be estimated by averaging (5.43) over all \( I \) MCMC simulations obtained with the PPEA, see equation (5.33). This result is used in the trapezoidal approximation (5.31) of the ERGM evidence, see section 5.2.4. R code for the EEL-step implemented in this thesis can be found in the attached DVD.\(^7\)

### 5.4 Application

The PPEA-EEL is applied to estimate the ERGM evidence for Krackhardt’s friendship network introduced in chapter 4 and the expert network in Ghana known from chapter 3. Estimates of the evidence are used to select various model specifications

\(^7\)Note that the EEL-step requires draws from the tempered posteriors simulated in the PPEA-step. One such a sample can be found on the DVD.
over each other. This task is computationally very intensive: especially for the expert network in Ghana it becomes obvious that the PPEA-EEL is limited by the available computational resources. The runtimes of the PPEA-step and the EEL-step can both easily exceed several days on multi core machines. Graphical methods are introduced which allow for the evaluation of the estimated evidence. This is not a trivial task as multiple MCMC chains simulated on parallel computer cores have to be evaluated over many temperature steps. Our method helps to examine the behaviour of the PPEA and evaluate the reliability of the estimated evidence obtained in the EEL-step.

The PPEA-EEL can be applied to estimate the ERGM evidence where the assumptions required for a Laplace approximation are not met. In section 5.4.1 the result of the PPEA-EEL is compared to the results of Bayesian logit and probit models which use a Laplace approximation to yield an estimate of the evidence. Inspecting the respective PPEA density plots suggests that the assumption of elliptic posterior densities is met and that a Laplace approximation is in deed applicable. However, we refrain from Laplace approximations for the expert network in Ghana as the assumption of elliptical posterior distributions is not met. Inspecting the density plots of the PPEA samples in section D.4 makes clear that the densities tend to be skewed, especially for the edges parameters. In fact, ERGM posterior densities can be strictly non-elliptical, see the application in Friel (2013).

5.4.1 Krackhardt’s managers

The PPEA-EEL is applied to the same two non-nested model specifications $m_1$ and $m_2$ which are estimated with the EA-ADS in chapter 4, see table 5.2. $m_1$ contains an intercept and two exogenous covariates and can also be estimated with a standard logistic regression approach. $m_2$ contains an intercept, the reciprocity statistic $M(y)$ and the $GWESP(y)$ statistic with $\alpha_E = 0.2$ which requires an ERGM approach to be estimated. The prior specifications used are identical to chapter 4. The schedule of the temperature path of the PPEA-EEL is specified with

$$ t_j = \left( \frac{j}{J} \right)^5 $$

where $J = 100$ for all specifications in this chapter, see figure 5.1.

In this section the graphical results are shown for $m_2$ which is of more inte-
Figure 5.1: The temperature schedule of the tempering steps used for the PPEA with \( t_j = (j/J)^w, w = 5 \). Every temperature \( t_j \) has its own color assigned which will be used throughout this work. The blue colors represent temperatures very close to zero with \( t_{j<20} < 0.0003 \). The corresponding tempered posteriors are practically identical to the prior. Note that the first 50 temperature steps represent temperatures with \( t_{j<50} < 0.032 \) so most tempered posteriors have very little data weight. Only during the last 25 temperature steps (orange to dark red colors) the data weight rapidly increases.

rest as it requires an ERGM specification and is more complicated to estimate. The plots for \( m_1 \) are shown in the appendix D.3. The MCMC simulations of the PPEA-step are computed on the CoolMUC-1 cluster of the Leibnitz Supercomputing Centre of the Bavarian Academy of Sciences and Humanities. Each model specification is run on \( c = 16 \) cores in parallel. As the PPEA is a MCMC algorithm generating autocorrelated samples it cannot be parallelized. Our approach is to run independent PPEA simulations on each core which are merged after obtaining a certain number of simulations. Each core is simulating \( V = 20 \) parallel ADS chains of the PPEA over the \( J = 100 \) temperatures. Due to run time limitations every chain is run for only \( I = 200 \) iterations. This might appear a rather short chain length but it has to be pointed out that the EA-ADS approach used for the PPEA dramatically reduces the burn-in period, see section 4.3. All chains mix well and converge after less than \( I_{\text{burn}} = 50 \) iterations which is used as a default burn-in period. Traceplots of the edge parameter \( \theta_{j,l=1} \) can be inspected in figure 5.2 for some temperatures. The Gelman-Rubin scale reduction factor \( \hat{R} \), see Gelman et al. (2013), is computed for each parameter at each core at \( j = J \) using the \( V = 20 \) parallel ADS chains. For all cores and parameter chains of \( m_1 \) and \( m_2 \) convergence
can be assumed as $\hat{R} < 1.04$. Figure 5.4 indicates the mean required retries to accept a draw over all $c \cdot V = 320$ chains of the PPEA at each temperature step $j$ for $m_2$. At $j < 20$ the data weight is so low that the tempered target distribution is practically identical to the prior resulting in an average of about 2.5 retries required. This is equivalent to an acceptance rate of about 0.4. Note that for $j = 1$ the PPEA is not required as the parameter values $\theta_{j=1,l}$ are directly simulated from the prior. As the data weight increases it is getting harder to draw from $p(\theta|y, t_j)$. At $j > 70$ the number of required retries only slowly grows resulting in about 5 retries required on average. This pattern is typical for the PPEA. It is more difficult to sample from the tempered posteriors at higher temperatures, yet the increase is not linear. There are two regimes apparent, one closer to the prior and one closer to the posterior of interest.

The ACF for a sample of chains at some temperatures can be inspected in figure 5.5. Inspection of the ACF of all $P \cdot J \cdot c \cdot V = 96.000$ PPEA-ADS-chains over all parameters, temperatures and cores is impossible so aggregation is required. In figure 5.6 it can be seen how the mean ACF at lag=1, lag=2 and lag=3 changes with the temperature step $j$ for all $c \cdot V = 320$ chains. The ACF increases with $j$ where a sudden increase can be observed around $t_{j=60} = 0.078$. Note that at $t_{j=1} = 0$ the tempered posterior is identical to the prior and no MCMC techniques are required resulting in ACF values of zero. Figure 5.6 also gives evidence for the two regimes of difficulty in sampling from the tempered posteriors. We consider this novel visualization an efficient way to aggregate the ACF for path sampling approaches.

The independent simulations on the $c = 16$ cores are merged to a total sample of $c \cdot V \cdot (I - I_{\text{burn}}) = 48,000$ MCMC simulations for each $\theta_{j,l}$. For parameter estimation and the EEL-step the merged sample is thinned out to a size of $I_{\text{thin}} = 10,000$ simulations. Compare the ACF of the merged sample (5.7) and the thinned sample (5.8) at some temperatures for the edge parameter $\theta_{j,l=1}$.

The behaviour of the PPEA for ERGM estimation is not easy to understand and requires some illustration. We propose graphical analysis for the path of $\theta_{j,l}$ over the temperatures. To our knowledge this is the first kind of graphical inspection of the behaviour of power posterior algorithms like the PPEA. For the purpose of illustration the densities of the edge parameter $\theta_{j,l=1}$ of $m_2$ are plotted over the temperatures, see figure 5.9. The dark blue density corresponds to the prior distribution at $t_{j=1} = 0$ and the dark red density corresponds to the poste-
Figure 5.2: PPEA Krackhardt’s managers, $m_2$:
Traceplots of the $c \cdot V = 320$ chains of the edge parameter $\theta_{j,l=1}$ at some temperatures $j$ of the PPEA. The colors of the traceplots represent the respective temperature illustrated in figure 5.1. The horizontal grey line indicates the burn-in period of $t_{\text{burn}} = 50$ iterations used. Note that the draws at $j = 1$ are directly simulated from the prior and do not need the PPEA, thus the immediate convergence. At $j = 20$ the tempered posterior is still very close to the prior, both in location and scale.
Figure 5.3: PPEA Krackhardt’s managers, $m_2$.
Density plots of the $c \cdot V = 320$ chains of the parameters $\theta_{j,l}$ at some temperatures $j$ of the PPEA after discarding the first $I_{burn} = 50$ iterations. The black line indicates the density of the merged sample.
Figure 5.4: PPEA Krackhardt’s managers, $m_2$.
Mean required retries to accept a draw over all $c \cdot V = 320$ chains of the PPEA at each temperature step $j$. The thick black line indicates the mean value, the thin grey lines indicate the 25% and the 75% quantiles, the dashed blue line indicates the minimum and the dashed red line the maximum of required retries at temperature step $j$.

Prior of interest at $t_{j=1} = 1$. Note the shift in location and scale of the densities $p(\theta_{j,l=1}|y, t_j)$. The parameter estimates of $\theta_{j,l}$ reach huge values around tempering step $j = 60$, see figure 5.10. The dramatic changes in the value of $\theta_{j,l}$ occurs at rather low temperatures $t_j < 0.2$ with $j < 73$, see figure 5.12. The rapid change of tempered posterior parameter values has to be captured properly by the temperature spacing. This is the reason why so many temperature steps are concentrated at very low values of $t_j$ which are much closer to the prior than to the target posterior, see Calderhead and Girolami (2009) on this issue. The impact of the large parameter values $\theta_{j,l}$, $j < 73$ on the tempered posteriors is compensated by very low data weights $t_j < 0.2$, $j < 73$. Note that the non-normalized kernel of the tempered ERGM log likelihood is

$$\ln q(y|\theta_j)^{t_j} = \ln \{ \exp \{ (\theta_j \cdot s(y))^{t_j} \} \} = t_j \cdot \theta_j \cdot s(y)$$

(5.44)

with the constant vector of sufficient statistics $s(y)$. The path of the product $t_j \cdot \theta_j$ over the temperature steps is rather smooth for the edge parameter $\theta_{j,l=1}$ and the reciprocity parameter $\theta_{j,l=2}$, see figure 5.11. The dramatic behavior of $\theta_{j,l}$ almost
Figure 5.5: PPEA Krackhardt's managers, $m_2$.
ACF of a sample of the $c = 16$ cores and the respective $V = 20$ ADS chains.
Figure 5.6: PPEA Krackhardt’s managers, $m_2$:

Black line: mean value of the ACF of all $c \cdot V = 320$ PPEA chains of $\theta_{ij}$. Grey lines: upper and lower quartile. Red line: maximum ACF. Blue line: minimum ACF.

Upper panel: lag=1. Middle panel: lag=2. Lower panel: lag=3.
Figure 5.7: PPEA Krackhardt’s managers, $m_2$.
ACF of the merged chains at some temperatures $j$. For each temperature the $c \cdot V = 320$ chains are merged to a single sample of size $I_{\text{merge}} = 48,000$. 
Figure 5.8: PPEA Krackhardt’s managers, $m_2$:
ACF of the thinned merged chains at some temperatures $j$. For each temperature the merged chain is thinned out to have sample size $I_{\text{thin}} = 10,000$. The thinned out sample is used for MCMC parameter estimation, see table 5.2.
Figure 5.9: PPEA Krackhardt’s managers, $m_2$.
Densities of the merged PPEA draws of the edge parameter $\theta_{j,1}$ transiting over the temperature path. The dark blue line represents draws from the prior at $j = 1$ and the dark red line represents draws from the target posterior at $j = 100$. This visualization highlights the path from the prior to the target posterior both in location and scale of the tempered posteriors.

completely disappears if the path of $t_j \cdot \theta_{j,l}$ is plotted over the temperature $t_j$, see figure 5.13. Note that the path of $t_j \cdot \theta_{j,l}$ at $t_j > 0.2$ is not perfectly smooth at $t_j > 0.4$. This might be caused by the restricted sample size of the PPEA due to run time limitations.

The EEL-step uses importance sampling to estimate the normalizing constants of the tempered likelihoods. Due to strict run time limitations of 48 hours the trajectories $\theta_{j,1}^{(1)}, \ldots, \theta_{j,1}^{(I)}$ are thinned out using only $I_{\text{thin}} = 10,000$ samples

$$\theta_{j}^{(i)}, \ (i = 1, \ldots, I_{\text{thin}} = 10,000), \ (j = 1, \ldots, J = 100)$$

of the $I = 48,000$ samples generated with the PPEA-step. The TNT sampler is used to simulate the $R$ required networks using a burn in period of $N = 420$ draws and a thinning interval of 100 draws. This has to be done $J \cdot I_{\text{thin}} = 10^6$ times obtaining $J \cdot I_{\text{thin}} \cdot R = 10^8$ simulated networks which is a computational intensive task. As the $10^6$ TNT samples are independent from each other this task can easily be parallelized on a multi core computer. The EEL-step is run on the CoolMUC-2 cluster on $c = 28$ cores. For $m_1$ and $m_2$ the simulations finish within the run time
Figure 5.10: PPEA Krackhardt’s managers, \(m_2\): MCMC estimates of \(\theta_{j,l}\). The horizontal dark red line indicates the MCMC parameter estimate of the target posterior at \(j = 100\).

Figure 5.11: PPEA Krackhardt’s managers, \(m_2\): MCMC estimates of \(\theta_{j,l} \times t_j\). This visualization highlights how the parameter estimates of the tempered posterior influence the tempered likelihood through \(t_j \cdot \theta_{j,l}\). The horizontal dark red line indicates \(t_j \cdot \theta_{j,l}, \quad j = J\).
Figure 5.12: PPEA Krackhardt’s managers, $m_2$:
The path of the MCMC estimates of $\theta_{j,l}$ in over $t_j$. In contrast to figure 5.11 it is obvious that the dramatic changes in $\theta_{j,l}$ occur at very low temperatures where the data have little influence on the posterior. The horizontal dark red line indicates the MCMC parameter estimate of the target posterior at $t_{j=1}$.

Figure 5.13: PPEA Krackhardt’s managers, $m_2$:
MCMC estimates of $\theta_{j,l}$ multiplied by $t_j$ over the temperature. At temperatures $t_j > 0.5$ the tempered likelihoods are practically identical to the target likelihood at $t_{j=1} = 1$. The horizontal dark red line indicates the MCMC parameter estimate of the target posterior at $t_{j=1} = 1$. The horizontal dark red line indicates $t_j \cdot \theta_{j,l}$, $j = J$. 
limit of 48 hours.

We also offer graphical analysis of the EEL-step. The estimates

$$\hat{E}_{\theta_j|y,t_j} [\ln p(y|\theta_j)]$$

given the PPEA samples, see the upper panel in figure 5.14, reflect the unsmooth path of \( t_j \cdot \theta_{j,l} \) at the highest temperature steps. The path of the log normalizing constants \( \ln \hat{z}(\theta_j|t_j) \) estimated in the EEL-step is illustrated in the middle panel of figure 5.14. \( \hat{E}_{\theta_j|y,t_j} [\ln q(y|\theta_j)] \) and \( \ln \hat{z}(\theta_j|t_j) \) yield the normalized estimate

$$\hat{E}_{\theta_j|y,t_j} [\ln p(y|\theta_j)] = \hat{E}_{\theta_j|y,t_j} [\ln q(y|\theta_j)] - \ln \hat{z}(\theta_j|t_j).$$

The respective path is shown in the lower panel of figure 5.14. These expected values are used for the trapezoidal approximation of the evidence by summing up the elements \( \xi_j \), see equation (5.32) and (5.33). \( \xi_j \) is the average of neighbouring expected tempered log likelihood values weighted by the respective stepsizes \((t_j - t_{j-1})\). In figure 5.15 (upper panel) the path of \( \hat{E}_{\theta_j|y,t_j} [\ln p(y|\theta_j)] \) over the temperature is illustrated where the vertical grey lines indicate the respective stepsize. This highlights how little values at low temperatures contribute to the estimation of the evidence and how large the weight of the last temperature steps is. The middle panel of figure 5.15 shows the path of \( \xi_j \) over the temperature steps and the lower panel shows the same path but in relation to the temperature \( t_j \). Both paths look rather smooth, only the very last value of \( x_j \) seems to be a bit too large. The results for \( m_1 \) look very similar, see the figures in appendix D.3.

The proposed graphical methods illustrate the behaviour of the PPEA and can be used heuristically to evaluate the quality of the PPEA-EEL estimate of the evidence. If the paths of the tempered parameter estimates, the path of the normalizing constants of the tempered likelihoods and the path of the elements \( \xi_j \) look very noisy, the result \( \hat{p}(y) \) should be questioned.

Table 5.2 summarizes the results of the PPEA-EEL for \( m_1 \) and \( m_2 \). As \( m_1 \) can be estimated with a standard logistic regression approach the results of Bayesian logit and probit regression model estimation\(^8\) are compared to the results of the PPEA-EEL and the EA-ADS. For both \( m_1 \) and \( m_2 \) the results of the PPEA-EEL

\(^8\) Bayesian logit and probit model estimation is done using the R package \texttt{MCMCpack}. Default settings are used, the results in table 5.2 are based on \( 10^6 \) MCMC draws and a burn in period of \( 2 \cdot 10^5 \) draws. The log evidence is estimated using a Laplace approximation.
Figure 5.14: PPEA-EEL Krackhardt’s managers, $m_2$:

Top panel: Expected values of the non-normalized log likelihood kernels.

Middle panel: Importance sampling estimates of the normalizing constants of the tempered log likelihoods.

Lower panel: Expected values of the normalized tempered log likelihoods.
Figure 5.15: PPEA-EEL Krackhardt’s managers, \( m_2 \):

Top panel: Expected values of the normalized log likelihood kernels in relation to the temperature steps \( t_j - t_{j-1} \).

Middle panel: Path of \( \xi_j \), the summands of the trapezoidal approximation.

Lower panel: Path of \( \xi_j \), the summands of the trapezoidal approximation in relation to the temperature.
Table 5.2: Krackhardt’s managers: PPEA-EEL results

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th></th>
<th></th>
<th>Model 2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PPEA-EEL ERGM</td>
<td>EA-ADS ERGM</td>
<td>Logit</td>
<td>PPEA-EEL ERGM</td>
<td>EA-ADS ERGM</td>
</tr>
<tr>
<td></td>
<td>(0.278)</td>
<td>(0.279)</td>
<td>(0.225)</td>
<td>(0.400)</td>
<td>(0.400)</td>
</tr>
<tr>
<td>edges / intercept</td>
<td>−2.035***</td>
<td>−2.045***</td>
<td>−1.997***</td>
<td>−2.185***</td>
<td>−2.696***</td>
</tr>
<tr>
<td>same</td>
<td>1.137***</td>
<td>1.139***</td>
<td>1.095***</td>
<td>0.612***</td>
<td></td>
</tr>
<tr>
<td>department</td>
<td>(0.351)</td>
<td>(0.345)</td>
<td>(0.296)</td>
<td>(0.155)</td>
<td></td>
</tr>
<tr>
<td>same</td>
<td>0.938***</td>
<td>0.944***</td>
<td>0.926***</td>
<td>0.502***</td>
<td></td>
</tr>
<tr>
<td>level</td>
<td>(0.312)</td>
<td>(0.317)</td>
<td>(0.253)</td>
<td>(0.148)</td>
<td></td>
</tr>
<tr>
<td>reciprocity</td>
<td></td>
<td></td>
<td>1.116***</td>
<td>1.113***</td>
<td></td>
</tr>
<tr>
<td>GWESP</td>
<td></td>
<td></td>
<td>(0.442)</td>
<td>(0.440)</td>
<td></td>
</tr>
<tr>
<td>log evidence:</td>
<td>−228.4</td>
<td>-</td>
<td>−239.2</td>
<td>−230.3</td>
<td>−231.77</td>
</tr>
<tr>
<td>2lnBF21</td>
<td></td>
<td></td>
<td>9.26</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Notes:</td>
<td>MCMC estimates</td>
<td></td>
<td></td>
<td>MCMC estimates</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(MCMC sd)</td>
<td></td>
<td></td>
<td>(MCMC sd)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>**0 \not\in 95% HDR;   ***0 \not\in 99% HDR</td>
<td></td>
<td></td>
<td>**0 \not\in 95% HDR;   ***0 \not\in 99% HDR</td>
<td></td>
</tr>
</tbody>
</table>

and the EA-ADS are very similar. Note that due to run time limitations large MCMC sample sizes are difficult to obtain for those approaches. This might explain the slight deviation of $m_1$ from the logit model which is based on $10^6$ MCMC draws. For the logit and the probit model a Laplace approximation is used to estimate the log evidence. Theoretically all models should yield the same value of $\ln \hat{p}(y|m_1)$. The log evidence of the PPEA-EEL is close to the logit and the probit value. This result and the graphical analysis support the conclusion that the PPEA-EEL is able to yield a valid estimate of the model evidence. Using the scale of Kass and Raftery (1995) the Bayes factor gives strong evidence against $m_1$ as $2 \ln BF_{21} > 6$. Note that the two models are indistinguishable using standard posterior predictive checks, see chapter 4. The endogenous specification $m_2$ is superior in explaining tie variable formation to the specification $m_1$ using exogenous covariates.

5.4.2 The PEBAP expert network in Ghana

In this section the evidence for several ERGM specifications of the PEBAP expert network in Ghana is estimated. As this task is very intensive in computational resources we refrain from estimation the full model specification with 13 variables
from chapter 3. Instead, an endogenous baseline model specification $m_1$ is estimated including only three variables which is nested in all other model specifications $m_2, \ldots, m_6$, see table 5.3. For the ease of interpretation the preference similarity in $m_6$ is a dummy variable indicating high similarity for those pairs of nodes where the preference similarity used in chapter 3 is larger than its median value. We use the same specifications for the PPEA-EEL as in section 5.4.1 on the CoolMUC-1: each of the $c = 16$ cores is computing $V = 20$ EA-ADS chains for each $J = 100$ temperature. The respective chain length is $I = 200$ and the burn in period is $I_{\text{burn}} = 50$ resulting in $c \cdot V \cdot (I - I_{\text{burn}}) = 48,000$ MCMC simulations for each $\theta_j | t_j$. All MCMC simulations finish narrowly within six days which is the maximum run time allowed on the CoolMUC-1. Models with $P > 4$ parameters are not considered in this chapter: this would require less iterations or a reduction of the number of temperature steps $J$ to let the the PPEA-step finish within six days. In section D.4 the traceplots and the density plots of the PPEA-step are shown. Note e.g. figures D.8 and D.14 (lowest panel): the densities of $\theta_{jl}$, $j = 100$ are skewed, the density parameters tend to have heavy tails to negative values whereas the $GWESP(y)$ parameters have heavy tails towards positive values. As the assumption of elliptical posterior distributions is violated we refrain from Laplace approximations in this section.

The importance sampling specifications from section 5.4.1 of the EEL-step appear to be insufficient for the expert network in Ghana. Initially $R_j = 1,000$ importance samples are specified for each temperature step $j$ using $N = n^2 - n = 2,070$ simulations as burn-in period and a thinning interval of 100 draws. These simulations finish within 13 hours for all $M$ specifications. However, with $R_j = 1,000$ the estimates of $\hat{z}(\theta_j | t_j, m_2)$ and the resulting estimates of $p(y|m_2)$ are unstable for all $M$ specifications. The EEL specification working well for the smaller network in section 5.4.1 seems not to suffice for the larger expert network with $n = 46$ nodes. The instability of $\hat{z}(\theta_j | t_j, m_2)$ and of $\hat{p}(y|m_2)$ is illustrated in figure 5.16 and figure 5.17. Additional importance simulations should yield a smoother path of $\xi_j$. As the total computation time is limited to 48 hours $R_j$ is incrementally increased for $j \geq 50$ resulting in $R_{j=J} = 10,000$. The increase is proportional to the step length $t_j - t_{j-1}$ in equation (5.32): the larger the weight of a sample in the trapezoidal approximation of the evidence the larger the sample size $R_j$. For $j < 50$ the sample size is constant with $R_j = 1,000$. Using only $R_j = 1,000$ results in lower values for $\hat{z}(\theta_j | t_j, m_2)$, see the blue line in figure 5.16, and thus in higher values
Table 5.3: Expert network Ghana: PPEA-EEL results

<table>
<thead>
<tr>
<th></th>
<th>$m_1$</th>
<th>$m_2$</th>
<th>$m_3$</th>
<th>$m_4$</th>
<th>$m_5$</th>
<th>$m_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>edges</td>
<td>-4.212***</td>
<td>-4.357***</td>
<td>-4.222***</td>
<td>-5.219***</td>
<td>-4.198***</td>
<td>-6.259</td>
</tr>
<tr>
<td></td>
<td>(0.468)</td>
<td>(0.463)</td>
<td>(0.465)</td>
<td>(0.545)</td>
<td>(0.463)</td>
<td>(6.734)</td>
</tr>
<tr>
<td>mutual</td>
<td>3.785***</td>
<td>3.624***</td>
<td>3.647***</td>
<td>3.802***</td>
<td>3.775***</td>
<td>3.782***</td>
</tr>
<tr>
<td></td>
<td>(0.273)</td>
<td>(0.278)</td>
<td>(0.278)</td>
<td>(0.277)</td>
<td>(0.274)</td>
<td>(0.282)</td>
</tr>
<tr>
<td>GWESP</td>
<td>1.343***</td>
<td>1.247***</td>
<td>1.286***</td>
<td>1.197***</td>
<td>1.269***</td>
<td>1.347***</td>
</tr>
<tr>
<td></td>
<td>(0.398)</td>
<td>(0.393)</td>
<td>(0.398)</td>
<td>(0.388)</td>
<td>(0.397)</td>
<td>(0.417)</td>
</tr>
<tr>
<td>support</td>
<td>1.164***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.205)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>membership</td>
<td></td>
<td></td>
<td></td>
<td>1.295***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.318)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>nodal reput.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3.355***</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.934)</td>
<td></td>
</tr>
<tr>
<td>popul. exec.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.504*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.263)</td>
</tr>
<tr>
<td>pref. simil.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.041</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(6.741)</td>
</tr>
<tr>
<td>log likelihood:</td>
<td>-860.7</td>
<td>-683.4</td>
<td>-747.4</td>
<td>-762.8</td>
<td>-750.0</td>
<td>-834.8</td>
</tr>
<tr>
<td>AIC:</td>
<td>1727</td>
<td>1375</td>
<td>1503</td>
<td>1534</td>
<td>1508</td>
<td>1678</td>
</tr>
<tr>
<td>BIC:</td>
<td>1767</td>
<td>1428</td>
<td>1556</td>
<td>1587</td>
<td>1561</td>
<td>1731</td>
</tr>
<tr>
<td>log evidence:</td>
<td>-859.8</td>
<td>-741.0</td>
<td>-757.8</td>
<td>-803.5</td>
<td>-802.9</td>
<td>-848.1</td>
</tr>
<tr>
<td>2lnBF$_h_1$</td>
<td>-</td>
<td>237.6</td>
<td>204</td>
<td>112.6</td>
<td>113.8</td>
<td>23.4</td>
</tr>
<tr>
<td>2lnBF$_{2h}$</td>
<td>237.6</td>
<td>-</td>
<td>33.6</td>
<td>125</td>
<td>123.8</td>
<td>214.2</td>
</tr>
</tbody>
</table>

Notes: MCMC estimates
(MCMC standard deviation)
* 0 $\notin$ 90% HDR; ** 0 $\notin$ 95% HDR; *** 0 $\notin$ 99% HDR
Figure 5.16: PPEA-EEL Ghana, model 2: Estimates of the normalizing constants $z(\theta|t_j, m_2)$ of the tempered likelihoods $p(y|\theta_j, m_2)^{t_j}$. The blue line indicates the estimates with $R_j = 1,000$ for all temperatures. The black line indicates the results with an incremental increase in $R_j$ for $j \geq 50$ with the final value $R_J = 10,000$.

of the respective tempered likelihoods. With $R_j = 1,000$ the path of $\xi_j$ is not as smooth as with additional draws. The higher values of the tempered likelihoods also yield a higher estimate of the log evidence, see figure 5.17. Using the increased sample sizes the path looks smooth and the estimate of the evidence should be realistic, compare the black line and the blue line in figure 5.17. Note the substantial difference in the estimated values of the log evidence of 15.4. All simulations finish narrowly within the 48 hours time limit. Given the values of $\ln \hat{p}(y|m_h)$ it is obvious that $m_2$ should be selected over all other specifications. Compared to the endogenous baseline specification $m_1$ cooperation for political support is the most important exogenous covariate to explain network tie formation. Note that using the goodness-of-fit, compare figures 4.7 and 4.8 $m_1$ looks very similar to $m_2$. These plots are of little help if a clearly superior model has to be selected whereas $2\ln BF_{21} = 237.6$ is decisive. As $2\ln BF_{2h} \geq 33.6$ the evidence against all other models is decisive, too. Preference similarity is the least important exogenous covariate considered with an insignificant dummy variable of high preference similarity. As the PPEA-EEL allows for an explicit evaluation of the ERGM likelihood $\hat{p}(y|\theta, m_h)$ the AIC 5.7 and the BIC 5.8 can be computed. The values
Figure 5.17: PPEA-EEL Ghana, $m_2$:
Path of $\xi_j$ and the estimates of the evidence $p(y|m_2)$ resulting from different importance sample sizes used for the EEL. The blue color indicates results with $R_j = 1,000$ for all temperatures. The black color indicates results with an incremental increase in $R_j$ for $j \geq 50$ with the final value $R_{j=J} = 10,000$. Note that $t_{j \leq 50} \leq 0.031$.

of the log likelihood, the AIC and the BIC are consistent with most estimates of the model evidence except for $m_4$ and $m_5$. With $2 \ln BF_{54} = 1.2$ the difference between those two models is not worth more than a bare mention. Considering the AIC and the BIC the endogenous model $m_1$ is almost as good as the endogenous model from chapter 3 (AIC=1694, BIC=1717), compare table 5.17 and table B.3. The additional GWDSP($y$) statistic does not give much improvement compared to $m_1$. Note that the estimates of the AIC and BIC in chapter 3 are based on the simplified path sampling algorithm by Hunter and Handcock (2006). $m_2$ is clearly superior to the full model from chapter 3 (AIC=1499, BIC=1573) which has 13 parameters.

5.5 Summary

In this chapter it is shown how to yield the marginal likelihood of an ERGM using power posterior sampling. As the ERGM likelihood is analytically not tractable the EA has to be applied in order to circumvent the evaluation of the unavailable ERGM normalizing constant. Path sampling is one possible technique to estimate
the marginal likelihood in Bayesian inference. Power posterior sampling is a version of path sampling which uses a discretized path on $J$ steps to transition from the prior to the posterior. We introduce the PPEA in order to sample from the $J$ tempered posteriors which allows for the estimation of the ERGM evidence. The temperature path used in the PPEA-step of the PPEA-EEL yields a sequence of tempered importance distributions. This allows for the estimation of the ERGM normalizing constant in the EEL-step. The PPEA-EEL can be applied to ERGM posterior distributions for which neither a Laplace approximation is possible nor a non-parametric density approximation would work.

New graphical methods are introduced for both the analysis of the PPEA-step and the EEL-step. These new methods help to illustrate the behavior of the PPEA while transiting over the temperature path. Heuristics are proposed indicating the reliability of the PPEA-EEL. The results of the PPEA-EEL are compared to Bayesian logit and probit regression. It can be concluded that the approach is able to yield a reliable estimate of the ERGM evidence if specified correctly. For the expert network in Ghana the most important exogenous covariate is identified by comparing partially nested models using the ERGM evidence.

If a superior ERGM specification has to be selected, the marginal likelihood has higher sensitivity than the posterior predictive GOF plots commonly used. In section 4.4.1 it is not possible to select a superior model for the Krackardt’s managers network using such plots whereas in section 5.4.1 the PPEA-EEL yields strong evidence against $m_1$. In section 5.4.2 the evidence of $m_2$ against $m_1$ is decisive for the expert network in Ghana while using GOF plots the two models look very similar. The PPEA-EEL yields an explicit estimate of the ERGM likelihood which allows for a comparison to other approaches using the AIC and the BIC where no estimate of the marginal likelihood is available, e.g. maximum likelihood results.

The major drawback of the PPEA-EEL is the enormous computational effort required to estimate the ERGM evidence. Path sampling methods are per se computationally expensive. The PPEA-EEL requires estimation of the normalizing constants of the tempered likelihoods which roughly doubles the computational effort compared to power posterior sampling. Given the computational resources available for this work it is possible to estimate the evidence of ERGM specifications with $P \leq 4$ parameters and directed networks with $n < 50$ nodes. For larger networks and more complex ERGM specifications the PPEA-EEL is too impractical.
as it would reach run times of several weeks. In this work it is not possible to compute the evidence of complex models analyzed in chapter 3.

Furthermore, the PPEA-EEL is not easy to implement as it consists of several steps which all require attentive specification and inspection. First of all, a discretized temperature path has to be constructed. The more temperature steps are chosen, the smaller the KL-divergence between subsequent tempered posteriors and thus the discretizational error of the trapezoidal approximation. However, increasing the number of steps also increases the computational effort. In this work heuristics introduced by Friel and Pettitt (2008) are applied. The PPEA-step requires tuning of the scale of the proposal distribution. We apply best practices proposed by Ter Braak and Vrugt (2008) which work well resulting in fast convergence of the PPEA chains. Inspecting the MCMC chains of the PPEA is not a trivial task as in this work it comprises the inspection of 32,000 for each parameter used. We introduce graphical methods of aggregating the inspection of the ACF, the traceplots and densities of the tempered posteriors and the path of the MCMC parameter estimates. These new methods help to keep track of the behaviour of all PPEA chains. The EEL-step requires adaption of the importance sample sizes over the temperature path. The larger the temperature spacing between the tempered importance function and the subsequent target, the more samples should be used. This is a new insight to the EEL approach introduced by Friel (2013).
Chapter 6

Summary and discussion

The research aim of this thesis is to estimate the model evidence of the exponential random graph model (ERGM) and apply Bayesian model selection. The ERGM represents the distribution of a random graph on a fixed set of nodes using subgraph configurations as sufficient statistics. These statistics may contain counts of endogenous network configurations and counts of exogenous covariates. The ERGM can model various patterns of network tie formation under different assumptions of tie variable dependence. In most cases, the normalizing constant of the ERGM is analytically not available. This renders parameter estimation difficult as auxiliary network simulations have to be used in order to circumvent the evaluation of the intractable normalizing constant. Efficient simulation of network data and its usage for posterior predictive model evaluation is discussed. A commonly used Markov chain Monte Carlo maximum likelihood (MCMC-ML) approach for ERGM estimation, see Hunter and Handcock (2006), is introduced. This approach is plagued by model degeneracy which can cause non-convergence of the approximate Fisher scoring algorithm.

MCMC-ML ERGM estimation is applied to policy networks in Ghana, Senegal and Uganda. Hypothesized patterns of political communication are modeled using network statistics. This is the first kind of such an analysis in developing countries. There is evidence that the communication between actors is not as efficient as requested by political stake holders in the three countries. The study also shows the limitations of MCMC-ML ERGM estimation as model degeneracy impedes the estimation of some specifications.

Bayesian ERGM estimation using the exchange algorithm (EA) to circumvent
the intractable normalizing constant, see Murray et al. (2006), is robust to model degeneracy. The approach introduced by Caimo and Friel (2011) is illustrated and applied to the famous Krackardt's managers network, see Krackhardt (1987), and the expert network of political communication in Ghana. Posterior predictive goodness-of-fit plots are applied which are not always helpful in selecting a superior ERGM specification.

In this thesis, a new approach for Bayesian ERGM estimation is proposed which yields an estimate of the marginal likelihood. This quantity has the interpretation of the evidence of a particular model and may be used for Bayesian model selection. Power posterior sampling introduced by Friel and Pettitt (2008) is a version of path sampling, see Gelman and Meng (1998) and can be used to estimate the model evidence. A discretized path is defined transiting from the specified prior distribution to the posterior of interest. A trapezoidal approximation can be used to integrate over the parameter space of the posterior and yield an estimate of the evidence. We propose a combination of power posterior sampling and the EA to simulate from tempered ERGM distributions defined by the discretized path. The proposed method is referred to as power posterior exchange algorithm (PPEA). After obtaining a collection of MCMC simulations in the PPEA-step, a method proposed by Friel (2013) is applied which yields an estimate of the normalizing constant of the ERGM likelihood. In order to do so, a sequence of importance distributions defined by the power posterior temperature path is constructed. This estimate finally allows for the explicit evaluation of the likelihood (EEL) and is used in the trapezoidal approximation to estimate the ERGM evidence. The whole approach is referred to as PPEA-EEL.

The PPEA-EEL is applied for Bayesian ERGM selection and the results are compared to Bayesian logit and probit models that do not require an ERGM specification. The results are consistent and it can be concluded that the PPEA-EEL yields valid estimates of the ERGM evidence. New graphical methods are proposed which help to inspect the behavior of the PEA transiting over the temperature path. Further, methods are proposed indicating the reliability of the PPEA-EEL results. These methods suggest the new insight that the importance sample size used for the EEL-step should be adapted to the step size of the discretized temperature path. This adaption yields a smooth path of tempered likelihood normalizing constants and improves the estimate of the ERGM evidence. If specified correctly, the PPEA-EEL yields a valid estimate of the ERGM evidence which does not rely
on strong approximation assumptions and is not limited by non-parametric kernel density estimates.

6.1 Limitations and alternatives

The PPEA-EEL is limited only by the computational resources available. However, the approach is computationally extremely expensive and in this work the analysis is restricted to directed networks with less than 50 nodes and ERGM specifications with no more than four parameters. The methods of ERGM estimation discussed in this work e.g., MCMC-ML, the EA and the PPEA, all rely on the simulation of auxiliary network data to circumvent the evaluation the analytically intractable ERGM normalizing constant. The PPEA-EEL uses a sequence of importance samples of simulated networks in order to estimate the ERGM normalizing constant. All these simulations are generated with the TNT sampler introduced by Morris et al. (2008) which is the computational bottleneck of the methods proposed in this work. If faster simulation of network data was available, the computation time of the PPEA-EEL could be reduced without increasing the discretizational error of estimating the ERGM evidence.

As the computational effort required for the PPEA-EEL is high, it can be more practical to use simpler approaches where applicable. Friel (2013) and Caimo and Friel (2013) estimate the evidence of the ERGM using an identity introduced by Chib (1995) and non-parametric density estimation of the posterior. Thiemichen et al. (2016) use a Laplace approximation which is very fast and easy to implement if the approximation assumptions hold. We recommend the following best practice for the estimation of the ERGM evidence. Use the EA-ADS to yield a MCMC sample from the ERGM posterior. If the sample suggests the posterior to be elliptical, use a Laplace approximation to estimate the ERGM evidence, see Thiemichen et al. (2016). If the posterior cannot be approximated by a normal distribution, use the identity by Chib (1995) and a non-parametric density estimate of the posterior, see Friel (2013). If the non-parametric density estimation should fail, use the PPEA-EEL and start with $J = 25$ temperature steps. Construct the temperature path like Friel and Pettitt (2008). Apply the methods of graphical inspection proposed in section 5.4.1. If the paths of the relevant quantities look noisy while transiting over the temperature space, increase the number of temperature steps. Doubling
J roughly corresponds to doubling the computational effort required.

There are alternatives to the ERGM evidence available if the computational costs of estimating this quantity are too high. The likelihood based information criteria like the AIC and the BIC can be used for model selection. To be applicable for the ERGM class, they require an estimate of the normalizing constant of the likelihood. The simplified path sampling approach introduced by Hunter and Handcock (2006) is an option as it is much faster than the approach by Friel (2013) implemented in the PPEA-EEL. However, little is known about the accuracy of the simplified path sampling approach compared to the EEL approach used in this work. The posterior predictive plots discussed in section 2.5.3 are much easier to implement than estimation of the ERGM evidence. Such plots can be a good guideline to evaluate the compatibility of the model with the observed data. However, in this work it becomes apparent that the sensitivity of these plots is inferior to the model evidence. Cross validation approaches can be used for model selection, too. A model is trained on a random subset and the rest of the data is predicted in order to evaluate the goodness-of-fit of the model. This can be repeated by defining mutually exclusive training subsets. We consider this a dangerous approach for ERGM selection as the observations within a network are not independent. A defined holdout sub sample cannot be expected to show the same patterns of tie variable formation as the rest of the network. The removal of a single central node from the training data could dramatically alter the network structure e.g. resulting in a totally different degree distribution or could disconnect regions of the graph. The ERGM models the global topological structure of a network which might be changed substantially by excluding subsets of nodes.

6.2 Outlook

In this thesis, the range of estimable ERGM specifications is limited due to the high computational costs of the PPEA-EEL. With more computational resources available in the future, more complex models for larger networks will be comparable using the ERGM evidence. The PPEA-EEL consists of several steps which all have potential to improve the computational efficiency.

Throughout this work a high number of $J = 100$ temperature steps is used for the PPEA-EEL which keeps the discretizational error of the trapezoidal approxi-
If the number of temperature steps used for power posterior sampling was lowered, the computational costs would be reduced. Calderhead and Girolami (2009) conclude that the optimal placement of the steps is more important than the number of steps. Little is known about the optimal placement of those steps for the ERGM class. In this work, a non-adaptive approach proposed by Friel and Pettitt (2008) is implemented concentrating the largest number of steps at very low temperatures. Adaptive approaches for optimizing the placement of temperature steps are available, see among other Lefebvre et al. (2009) and Hug et al. (2016). More research needs to be done on this issue for the ERGM class.

The EA-ADS used for simulation from the tempered posteriors yields fast convergence but requires many parallel ADS chains which makes it slow compared to a standard MH sampler. Recent developments lead to more efficient versions of the EA which can reduce the computing time and could be implemented to the PPEA-EEL. Caimo and Friel (2014) propose the approximate exchange algorithm with improved direction sampling which can drastically reduce the sampling variance compared to the EA-ADS applied and in this work. Friel et al. (2016) explore how multi-core computation can be used to reduce the sampling variance of MCMC techniques dealing with intractable likelihoods. Everitt et al. (2016) discuss sequential Monte Carlo methods and modified importance sampling approaches for models with intractable likelihood and computation of the marginal likelihood. Alquier et al. (2016) discuss population MCMC methods similar to the PPEA for the same problems.

The TNT sampler is the bottleneck of the PPEA-EEL as it is used in all computational expensive steps of the approach. In this work, established routines for network simulation are used. These routines are fast enough for most applications like MCMC-ML ERGM estimation and the EA-ADS, but result in a long computation time for the PPEA-EEL. Caimo and Friel (2013) use a implementation of the TNT sampler written in C++ which could speed up the PPEA-EEL compared to an implementation in R.

The marginal likelihood allows for the comparison of non-nested ERGM specifications. Furthermore, it allows for the comparison of different model classes fit to the same data. This would allow for the comparison of the ERGM and the latent factor model introduced by Hoff (2005) and its extension by Hoff (2009). In a simplified version, the latent factor model is identical to a probit model assuming independence of tie variables. In section 5.4.1 an ERGM assuming tie variable
independence and an equivalent probit specification yield the same estimate of the marginal likelihood. However, the latent factor model uses a different approach to capture patterns of transitivity and reciprocity. It is an open research question to compare these two model classes.
Appendix A

Exponential random graph models

A.1 The Bernoulli random graph model is an ERGM

It shall be proved that the Bernoulli random graph model discussed in section 2.4.1 is an ERGM. $y$ is an observed directed network on $n$ nodes with

$$N = n(n - 1)$$

possible edges. $Y$ is the corresponding random graph $Y$ consisting of $N$ random tie variables. Consider a simple Bernoulli ERGM with the sum of observed edges

$$L(y) = \sum_{i>j} y_{ij}$$

as the only sufficient statistic. All $N$ random tie variables are assumed to be independent. They follow a Bernoulli distribution with the constant tie probability

$$\Pr(Y_{ij} = 1) = p.$$
The probability distribution of the random graph $Y$ is

$$
\Pr(Y = y|p) = \prod_{i>j} p^{y_{ij}} \cdot (1 - p)^{1-y_{ij}}
= p^{L(y)} \cdot (1 - p)^{N-L(y)}
= \exp \{ L(y) \ln(p) + (N - L(y)) \ln(1 - p) \}
= \exp \{ L(y) [\ln(p) - \ln(1 - p)] + N \ln(1 - p) \}
= \frac{\exp \{ L(y) \ln \left( \frac{p}{1-p} \right) \}}{\exp \{ -N \ln(1 - p) \}}.
$$

An ERGM using only $L(y)$ as sufficient statistic takes the form

$$
\Pr(Y = y|\theta) = \frac{\exp \{ L(y) \theta \}}{z(\theta)}.
$$

Using the relation

$$
\theta = \ln \left( \frac{p}{1-p} \right)
$$

it is clear that

$$
\exp \left\{ L(y) \ln \left( \frac{p}{1-p} \right) \right\} = \exp \{ L(y) \theta \}
$$

is the non-normalized kernel of the Bernoulli ERGM.

Further it needs to be shown that the normalizing constant of the respective ERGM

$$
z(\theta) = \exp \{ -N \ln(1 - p) \}.
$$

$z(\theta)$ requires summation over all elements $\tilde{y} \in \mathcal{Y}$ in the space of possible graphs $\mathcal{Y}$ on $n$ nodes. Consider $L(\tilde{y})$ as a possible number of realized edges in a graph,
\[ L(\tilde{y}) = (0, \ldots, N): \]

\[ z(\theta) = \sum_{\tilde{y} \in \mathcal{Y}} \exp \{ L(\tilde{y}) \theta \} \]

\[ = \sum_{L(\tilde{y})=0}^{N} \binom{N}{L(\tilde{y})} \exp \{ L(\tilde{y}) \theta \} \]

\[ = \sum_{L(\tilde{y})=0}^{N} \binom{N}{L(\tilde{y})} \exp \{ \theta \}^{L(\tilde{y})} \]

Using the binomial theorem yields

\[ \sum_{L(\tilde{y})=0}^{N} \binom{N}{L(\tilde{y})} \exp \{ \theta \}^{L(\tilde{y})} = (1 + \exp \{ \theta \})^{N} \]

\[ = \exp \{ N \ln(1 + \exp \{ \theta \}) \} \]

\[ = \exp \{ -N \ln(1 - p) \}. \]

Note that

\[ \ln(1 + \exp \{ \theta \}) = \ln \left( 1 + \exp \left\{ \frac{p}{1 - p} \right\} \right) \]

\[ = \ln \left( 1 + \frac{p}{1 - p} \right) \]

\[ = \ln \left( \frac{1 - p + p}{1 - p} \right) \]

\[ = \ln \left( \frac{1}{1 - p} \right) \]

\[ = -\ln(1 - p). \]
A.2 Tables

<table>
<thead>
<tr>
<th></th>
<th>edges</th>
<th>mutual</th>
<th>GWESP</th>
<th>samedept</th>
<th>samelev</th>
<th>levdiff</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>min</strong></td>
<td>5.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
<td>4.00</td>
<td>0.00</td>
</tr>
<tr>
<td>1st Qu.</td>
<td>20.00</td>
<td>5.00</td>
<td>15.29</td>
<td>7.00</td>
<td>16.00</td>
<td>3.00</td>
</tr>
<tr>
<td>median</td>
<td>23.00</td>
<td>7.00</td>
<td>18.98</td>
<td>8.00</td>
<td>18.00</td>
<td>5.00</td>
</tr>
<tr>
<td>mean</td>
<td>22.64</td>
<td>6.67</td>
<td>18.87</td>
<td>8.55</td>
<td>17.94</td>
<td>4.79</td>
</tr>
<tr>
<td>3rd Qu.</td>
<td>25.00</td>
<td>8.00</td>
<td>22.60</td>
<td>10.00</td>
<td>20.00</td>
<td>6.00</td>
</tr>
<tr>
<td><strong>max</strong></td>
<td>39.00</td>
<td>15.00</td>
<td>40.50</td>
<td>18.00</td>
<td>30.00</td>
<td>17.00</td>
</tr>
</tbody>
</table>

Table A.1: Simulated toy networks: Summary of sufficient network statistics, specification 1
Table A.2: Simulated toy networks: Summary of sufficient network statistics, specification 2

<table>
<thead>
<tr>
<th></th>
<th>edges</th>
<th>mutual</th>
<th>samedept</th>
<th>samelev</th>
</tr>
</thead>
<tbody>
<tr>
<td>min</td>
<td>3.00</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>1st Qu.</td>
<td>12.00</td>
<td>2.00</td>
<td>7.00</td>
<td>6.00</td>
</tr>
<tr>
<td>median</td>
<td>14.00</td>
<td>3.00</td>
<td>8.00</td>
<td>8.00</td>
</tr>
<tr>
<td>mean</td>
<td>14.44</td>
<td>3.16</td>
<td>8.09</td>
<td>8.10</td>
</tr>
<tr>
<td>3rd Qu.</td>
<td>17.00</td>
<td>4.00</td>
<td>10.00</td>
<td>10.00</td>
</tr>
<tr>
<td>max</td>
<td>30.00</td>
<td>9.00</td>
<td>15.00</td>
<td>17.00</td>
</tr>
</tbody>
</table>
A.3 Figures

Figure A.1: Simulated toy networks: Summary of sufficient statistics, $m_1$: Traceplots, histograms and ACF.
Figure A.2: Simulated toy networks: Summary of sufficient statistics, m2: Traceplots, histograms and ACF.
Appendix B

Determinants of communication in policy networks

B.1 Survey questions

Expert information:

"Stakeholder organizations, research institutes or political actors can frequently provide expert information to other organizations, especially when consequences of complex policies have to be evaluated. Such kind of expert information comprises the knowledge of the effects of different policy instruments on the welfare of different social groups. Therefore expert information is very interesting for political organizations as well as for other interest groups when designing and influencing agricultural policy programmes."

Sending information:

"Using the list of organizations again, please check all organizations to which your organization provides expert information on agricultural policies."

Receiving information:

"Using the list of organizations again, please check all organizations from which your organization receives expert information on agricultural policies."
Political support:

"In democracies stakeholder organizations are representatives of their members and their interests. Therefore the policy position of such a group is highly connected with the resulting welfare for their members. Thus, a major role of stakeholder organizations in democracies is intermediating their clientele's interest to politicians, i.e. trying to influence policy or politicians to generate as much welfare as possible for their members. Obviously, politicians won't support a stakeholder organization's position without any reward. On their part they expect in return the political support of members of the stakeholder organization. However, political agents also represent their electorate in parliament. Therefore, political agents are interested to find political solutions supported by a majority of their electorate."

Governmental actor:

"Please check those organizations which are important for you regarding the intermediation of political positions supported by voters."

Non-governmental actor:

"Taking now the above described kind of support relation between organizations and political agents into account, please check those political institutions on the list with which your organization has such a relationship."
### B.2 Tables

**Table B.1:** Classification of actors with absolute and relative frequency

<table>
<thead>
<tr>
<th>Category</th>
<th>Group</th>
<th>Ghana</th>
<th>Senegal</th>
<th>Uganda</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>State actors</strong></td>
<td>Executive (EXE)</td>
<td>6 (0.130)</td>
<td>7 (0.152)</td>
<td>7 (0.163)</td>
</tr>
<tr>
<td></td>
<td>Public Sector Agencies (PUB)</td>
<td>5 (0.109)</td>
<td>5 (0.109)</td>
<td>6 (0.140)</td>
</tr>
<tr>
<td></td>
<td>Legislative (LEG)</td>
<td>2 (0.044)</td>
<td>1 (0.022)</td>
<td>2 (0.047)</td>
</tr>
<tr>
<td><strong>Int. organizations</strong></td>
<td>Donor (DON)</td>
<td>7 (0.152)</td>
<td>7 (0.152)</td>
<td>6 (0.140)</td>
</tr>
<tr>
<td></td>
<td>International NGOs (INGO)</td>
<td>5 (0.109)</td>
<td>4 (0.087)</td>
<td>3 (0.070)</td>
</tr>
<tr>
<td><strong>Research organizations</strong></td>
<td>(RES)</td>
<td>7 (0.152)</td>
<td>10 (0.217)</td>
<td>5 (0.116)</td>
</tr>
<tr>
<td><strong>Interest groups</strong></td>
<td>(IG)</td>
<td>14 (0.304)</td>
<td>12 (0.261)</td>
<td>14 (0.326)</td>
</tr>
<tr>
<td><strong>n</strong></td>
<td></td>
<td>46</td>
<td>46</td>
<td>43</td>
</tr>
</tbody>
</table>

*Note:* absolute frequency (relative frequency)
Table B.2: Model terms and affiliated hypotheses

<table>
<thead>
<tr>
<th></th>
<th>Ghana</th>
<th>Senegal</th>
<th>Uganda</th>
<th>Hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>edges</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>network density</td>
<td>0.226</td>
<td>0.215</td>
<td>0.281</td>
<td>0.159</td>
</tr>
<tr>
<td>political similarity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean simil.</td>
<td>0.433</td>
<td>0.348</td>
<td>0.613</td>
<td>1a</td>
</tr>
<tr>
<td>(0.116)</td>
<td></td>
<td>(0.111)</td>
<td>(0.142)</td>
<td></td>
</tr>
<tr>
<td>preference similarity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean simil.</td>
<td>0.236</td>
<td>0.250</td>
<td>0.259</td>
<td>1a, 1b</td>
</tr>
<tr>
<td>(0.115)</td>
<td></td>
<td>(0.111)</td>
<td>(0.141)</td>
<td></td>
</tr>
<tr>
<td>membership</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>network density</td>
<td>0.082</td>
<td>0.162</td>
<td>0.059</td>
<td>2a</td>
</tr>
<tr>
<td>(0.068)</td>
<td></td>
<td>(2.54)</td>
<td>(1.45)</td>
<td></td>
</tr>
<tr>
<td>mutual</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>reciprocity</td>
<td>0.387</td>
<td>0.360</td>
<td>0.359</td>
<td>0.317</td>
</tr>
<tr>
<td>GWESP &amp; GWDSP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>transitivity</td>
<td>0.439</td>
<td>0.3847</td>
<td>0.506</td>
<td>0.390</td>
</tr>
<tr>
<td>expert &amp; support</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean degree</td>
<td>20.35</td>
<td>19.30</td>
<td>25.30</td>
<td>14.26</td>
</tr>
<tr>
<td>(11.79)</td>
<td>(12.02)</td>
<td>(13.40)</td>
<td>(9.95)</td>
<td>(11.74)</td>
</tr>
<tr>
<td>social reputation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean reputation</td>
<td>0.339</td>
<td>0.690</td>
<td>0.4670</td>
<td>3a</td>
</tr>
<tr>
<td>(0.116)</td>
<td>(0.144)</td>
<td>(0.129)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>popularity EXE</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean i. degree</td>
<td>17.33</td>
<td>16.33</td>
<td>13</td>
<td>7.71</td>
</tr>
<tr>
<td>(10.33)</td>
<td>(6.74)</td>
<td>(7.42)</td>
<td>(5.77)</td>
<td>(8.83)</td>
</tr>
<tr>
<td>activity DON</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean o. degree</td>
<td>13.29</td>
<td>17.71</td>
<td>11.43</td>
<td>9.14</td>
</tr>
<tr>
<td>(4.39)</td>
<td>(3.68)</td>
<td>(6.27)</td>
<td>(6.62)</td>
<td>(5.36)</td>
</tr>
<tr>
<td>activity RES</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean o. degree</td>
<td>8.14</td>
<td>8.86</td>
<td>13.60</td>
<td>6.60</td>
</tr>
<tr>
<td>(4.10)</td>
<td>(7.01)</td>
<td>(7.78)</td>
<td>(5.89)</td>
<td>(1.64)</td>
</tr>
<tr>
<td>IG homophily</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>share IG:IG</td>
<td>0.253</td>
<td>0.203</td>
<td>0.175</td>
<td>0.175</td>
</tr>
</tbody>
</table>

Note:
- a share of directed ties among all possible $n^2 - n$ ties
- b share of reciprocal ties
- c mean degree (standard deviation)
- d clustering coefficient, see Wasserman and Faust (1994)
- e mean value (standard deviation)
- f mean out degree (standard deviation)
- g mean in degree (standard deviation)
- h share of homophilic ties among all IG ties
Table B.3: ERGM parameter estimates all countries

<table>
<thead>
<tr>
<th></th>
<th>Ghana</th>
<th>Senegal</th>
<th>Uganda</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Expert network</td>
<td>Support network</td>
<td>Expert network</td>
</tr>
<tr>
<td>m₁</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>m₂</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>m₃</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>m₄</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>edges</td>
<td>−4.509***</td>
<td>−16.466***</td>
<td>−2.676***</td>
</tr>
<tr>
<td></td>
<td>(0.422)</td>
<td>(0.224)</td>
<td>(0.186)</td>
</tr>
<tr>
<td>mutual</td>
<td>3.395***</td>
<td>3.395***</td>
<td>3.291***</td>
</tr>
<tr>
<td></td>
<td>(0.201)</td>
<td>(0.201)</td>
<td>(0.202)</td>
</tr>
<tr>
<td>support</td>
<td>0.955***</td>
<td>1.388***</td>
<td>0.121</td>
</tr>
<tr>
<td></td>
<td>(0.111)</td>
<td>(0.111)</td>
<td>(0.094)</td>
</tr>
<tr>
<td>GWESP</td>
<td>1.714***</td>
<td>1.330***</td>
<td>0.493***</td>
</tr>
<tr>
<td></td>
<td>(0.206)</td>
<td>(0.325)</td>
<td>(0.133)</td>
</tr>
<tr>
<td>GWDSP</td>
<td>−0.070***</td>
<td>−0.289</td>
<td>−0.147***</td>
</tr>
<tr>
<td></td>
<td>(0.027)</td>
<td>(0.02)</td>
<td>(0.012)</td>
</tr>
<tr>
<td>membership</td>
<td>1.065***</td>
<td>0.089</td>
<td>0.087</td>
</tr>
<tr>
<td></td>
<td>(0.154)</td>
<td>(0.156)</td>
<td>(0.113)</td>
</tr>
<tr>
<td>nodal mems.</td>
<td>1.448***</td>
<td>2.110***</td>
<td>1.015***</td>
</tr>
<tr>
<td></td>
<td>(0.586)</td>
<td>(0.643)</td>
<td>(0.200)</td>
</tr>
<tr>
<td>popul. exec.</td>
<td>0.448***</td>
<td>0.564***</td>
<td>0.188</td>
</tr>
<tr>
<td></td>
<td>(0.164)</td>
<td>(0.182)</td>
<td>(0.140)</td>
</tr>
<tr>
<td>activ. donor</td>
<td>−0.316*</td>
<td>0.239***</td>
<td>0.160***</td>
</tr>
<tr>
<td></td>
<td>(0.178)</td>
<td>(0.179)</td>
<td>(0.147)</td>
</tr>
<tr>
<td>activ. research</td>
<td>−0.206</td>
<td>0.134</td>
<td>0.083</td>
</tr>
<tr>
<td></td>
<td>(0.167)</td>
<td>(0.158)</td>
<td>(0.124)</td>
</tr>
<tr>
<td>pol. simil.</td>
<td>−0.082</td>
<td>−0.001</td>
<td>−0.001</td>
</tr>
<tr>
<td></td>
<td>(0.160)</td>
<td>(0.004)</td>
<td>(0.004)</td>
</tr>
<tr>
<td>prof. simil.</td>
<td>11.657***</td>
<td>11.289***</td>
<td>−0.862</td>
</tr>
<tr>
<td></td>
<td>(0.224)</td>
<td>(0.153)</td>
<td>(0.02)</td>
</tr>
<tr>
<td>IG homophily</td>
<td>0.092</td>
<td>−1.465</td>
<td>0.094</td>
</tr>
<tr>
<td></td>
<td>(0.161)</td>
<td>(1.018)</td>
<td>(0.185)</td>
</tr>
<tr>
<td>Log likelihood</td>
<td>−843.211</td>
<td>−736.867</td>
<td>−423.819</td>
</tr>
<tr>
<td></td>
<td>(−736.867)</td>
<td>(−423.819)</td>
<td>(−646.936)</td>
</tr>
<tr>
<td>AIC</td>
<td>−839.211</td>
<td>−732.867</td>
<td>−423.819</td>
</tr>
<tr>
<td>BIC</td>
<td>−860.211</td>
<td>−749.867</td>
<td>−463.819</td>
</tr>
</tbody>
</table>

Note: *p<0.05; **p<0.01; ***p<0.001
∅; α = 0.05, α = 0; ∅; α = 0.05, α = 0.01

Note: *p<0.05; **p<0.01; ***p<0.001
∅; α = 0.05, α = 0; ∅; α = 0.05, α = 0.01
B.3 Figures

Figure B.1: GOF: Ghana Expert network $m_1$ (upper row) and $m_2$ (lower row)

Figure B.2: GOF: Ghana Support network $m_3$ (upper row) and $m_4$ (lower row)
Figure B.3: GOF: Senegal Expert network $m_1$ (upper row) and $m_2$ (lower row)

Figure B.4: GOF: Senegal Support network $m_3$ (upper row) and $m_4$ (lower row)
Figure B.5: GOF: Uganda Expert network $m_1$ (upper row) and $m_2$ (lower row)

Figure B.6: GOF: Uganda Support network $m_3$ (upper row) and $m_4$ (lower row)
Appendix C

Bayesian exponential random graph model estimation
C.1 Krackhardt’s managers

Figure C.1: Krackhardt’s network, $m_1$:
Traceplots of the $V = 20$ parallel ADS chains of the parameters $\theta_i$. The transparent gray line indicates the discarded $I_{\text{burn}} = 50$ samples used as burn-in period.
Figure C.2: Krackhardt’s network, $m_1$:
ACF of some of the parallel ADS chains used in the EA. Four chains displayed for each parameter.
Figure C.3: Krackhardt’s network, $m_1$:
Densities of merged EA sample: The thick black line represents the merged sample, the transparent red lines represent the $V = 20$ parallel chains used for ADS sampling.
Figure C.4: Ghana expert network, $m_1$:
Traceplots of the $V = 20$ parallel ADS chains of the parameters $\theta_i$. The transparent gray line indicates the discarded $I_{burn} = 50$ samples used as burn-in period.
Figure C.5: Ghana expert network, $m_1$: ACF of some of the parallel ADS chains used in the EA. Four chains displayed for each parameter.
Figure C.6: Ghana expert network, $m_1$:
Densities of merged EA sample. The thick black line represents the merged sample, the transparent red lines represent the $V = 20$ parallel chains used for ADS sampling.
Figure C.7: Ghana expert network, $m_2$.
Traceplots of the $V = 20$ parallel ADS chains of the parameters $\theta_i$. The transparent gray line indicates the discarded $I_{\text{burn}} = 50$ samples used as burn-in period.
Figure C.8: Ghana expert network, $m_2$:
ACF of some of the parallel ADS chains used in the EA. Four chains displayed for each parameter.
Figure C.9: Ghana expert network, $m_2$: Densities of merged EA sample. The thick black line represents the merged sample, the transparent red lines represent the $V = 20$ parallel chains used for ADS sampling.
**Figure C.10:** Ghana: Check for degeneracy, $m_1$ and $m_2$.

The red line indicates the MCMC parameter estimate of $\theta_3$, the blue line indicates $E[GWESP(y)|\hat{\theta}_3]$. 

*Top panel:* No degeneracy observable for $m_1$, but $E[GWESP(y)|\theta_3]$ is rather steep around $\theta_3 = 0.9$. This might explain why it is not possible to estimate $m_1$ using MCMC-ML. 

*Lower panel:* No degeneracy observable for $m_2$. 

Appendix D

Bayesian model selection for network data

D.1 The path sampling identity

Gelman and Meng (1998) introduce the path sampling identity (5.19) where the log ratio of normalizing constants can be found by solving an integral over the unit interval. \( t \in [0,1] \) is a random variable defined on the unit interval with the prior distribution \( p(t) \). Let \( p(\theta|t) \) denote a normalized sampling density with the non-normalized kernel \( q(\theta|t) \) and the normalizing constant

\[
    z_t = \int q(\theta|t) d\theta.
\]

The potential

\[
    U(\theta, t) = \frac{d}{dt} \ln q(\theta|t)
\]

is the derivative of the log non-normalized kernel with respect to \( t \). The derivative
of the log normalizing constant can be expressed as

\[
\frac{d}{dt} \ln z_t = \frac{1}{z_t} \frac{d}{dt} z_t = \frac{1}{z_t} \int q(\theta|t) \, d\theta = \frac{1}{z_t} \int q(\theta|t) \, \frac{q(\theta|t)}{z_t} \, d\theta = \int \frac{1}{q(\theta|t)} \, \frac{d}{dt} q(\theta|t) \, p(\theta|t) \, d\theta = E_{\theta|t} \left[ \frac{d}{dt} \ln q(\theta|t) \right] = E_{\theta|t}[U(\theta, t)]
\]

The log ratio of normalizing constants (5.19) can be found by integration over the unit interval:

\[
\lambda = \ln z_1 - \ln z_0 = \int_0^1 \frac{d}{dt} \ln z_t \, dt = \int_0^1 E_{\theta|t}[U(\theta, t)] \, dt
\]

Note that the definite integral

\[
\int_0^1 \frac{d}{dt} \ln z_t \, dt
\]

of the differentiable function \( \frac{d}{dt} \ln z_t \) over the interval \([0, 1]\) is equal to the difference of antiderivatives

\[
\ln z_1 - \ln z_0
\]

where \( \ln z_t \) is the antiderivative of \( \frac{d}{dt} \ln z_t \).
D.2 Power posterior sampling

Friel and Pettitt (2008) apply the path sampling identity to power posterior sampling. The tempered posterior distribution is

\[
p(\theta|y, t) = \frac{p(y|\theta)^tp(\theta)}{p(y|t)}
\]

where \(p(y|\theta)^t\) is the tempered likelihood, \(p(\theta)\) is the prior and

\[
p(y|t) = \int p(y|\theta)^tp(\theta)d\theta
\]

is the normalizing constant of the tempered posterior. Similar to appendix D.1 the derivative of the log normalizing constant can be expressed as

\[
\frac{d}{dt}\ln p(y|t) = \frac{1}{p(y|t)} \frac{d}{dt} p(y|t)
\]

\[
= \frac{1}{p(y|t)} \frac{d}{dt} \int_\theta p(y|\theta)^t p(\theta)d\theta
\]

\[
= \frac{1}{p(y|t)} \int_\theta \frac{d}{d\theta} p(y|\theta)^t p(\theta)d\theta
\]

\[
= \frac{1}{p(y|t)} \int_\theta p(y|\theta)^t \ln p(y|\theta) p(\theta)d\theta
\]

\[
= \int_\theta \frac{p(y|\theta)^tp(\theta)}{p(y|t)} \ln p(y|\theta)
\]

\[
= E_{\theta|y,t}[\ln p(y|\theta)]
\]

Note that

\[
\frac{d}{dx} a^x = \ln(a)a^x.
\]

\(E_{\theta|y,t}[\ldots]\) is the expectation taken with respect to the tempered posterior \(p(\theta|y, t)\).

(D.3) is used in (5.30).
D.3 PPEA Krackhardt’s managers

Figure D.1: PPEA Krackhardt’s managers, $m_1$: Traceplots of the $c \cdot V = 320$ chains of the edge parameter $\theta_{j,l=1}$ at some temperatures $j$ of the PPEA. The horizontal grey line indicates the burn-in period of $I_{burn} = 50$ iterations used.
Figure D.2: PPEA Krackhardt’s managers, $m_1$:
Density plots of the $c \cdot V = 320$ chains of the parameters $\theta_{j,t}$ at some temperatures $j$ of the PPEA. The black line indicates the density of the merged sample.
Figure D.3: PPEA Krackhardt’s managers, $m_1$:
Black line: mean value of the ACF of all $e \cdot V = 320$ PPEA chains of $\theta_{j,l}$. Grey lines: upper and lower quartile. Red line: maximum ACF. Blue line: minimum ACF. 
Upper panel: lag=1. Middle panel: lag=2. Lower panel: lag=3.
Figure D.4: PPEA Krackhardt’s managers, $m_1$:

Upper panel: MCMC estimates of $\theta_{j,t}$. Lower panel: MCMC estimates of $\theta_{j,t}$ multiplied by $t_j$ as a function of the temperature. The horizontal dark red line indicates the MCMC parameter estimate of the target posterior at $t = 1$. 

Figure D.5: PPEA Krackhardt’s managers, $m_1$:
Top panel: Expected values of the non-normalized log likelihood kernels.
Middle panel: Importance sampling estimates of the normalizing constants of the tempered log likelihoods.
Lower panel: Expected values of the normalized tempered log likelihoods.
Figure D.6: PPEA Krackhardt’s managers, $m_1$:

*Top panel:* Expected values of the normalized log likelihood kernels in relation to the temperature steps.

*Middle panel:* Summands of the trapezoidal approximation of the evidence.

*Lower panel:* Summands of the trapezoidal approximation in relation to the temperature.
D.4 PPEA Ghana

D.4.1 Model 1

Figure D.7: PPEA Ghana, $m_1$:
Traceplots of the $c \cdot V = 320$ chains of the edge parameter $\theta_{j,l=1}$ at some temperatures $j$ of the PPEA. The horizontal grey line indicates the burn-in period of $I_{\text{burn}} = 50$ iterations used.
Figure D.8: PPEA Ghana, $m_1$:
Density plots of the $c \cdot V = 320$ chains of the parameters $\theta_{j,l}$ at some temperatures $j$ of the PPEA. The black line indicates the density of the merged sample.
Figure D.9: PPEA Ghana, $m_1$:
- **Black line**: mean value of the ACF of all $c \cdot V = 320$ PPEA chains of $\theta_{j,t}$. **Grey lines**: upper and lower quartile. **Red line**: maximum ACF. **Blue line**: minimum ACF.
- **Upper panel**: lag=1. **Middle panel**: lag=2. **Lower panel**: lag=3.
Figure D.10: PPEA Ghana, $m_1$:

*Upper panel:* Path of the MCMC estimates of $\theta_{j,i}$.

*Lower panel:* Path of the MCMC estimates of $\theta_{j,i}$ multiplied by $t_j$ over the temperature. The horizontal dark red line indicates the MCMC parameter estimate of the target posterior at $t_{j=J} = 1$. 
Figure D.11: PPEA Ghana, $m_1$:
Top panel: Expected values of the non-normalized log likelihood kernels.
Middle panel: Importance sampling estimates of the normalizing constants of the tempered log likelihoods.
Lower panel: Expected values of the normalized tempered log likelihoods.
Figure D.12: PPEA Ghana, $m_1$:
Top panel: Expected values of the normalized log likelihood kernels in relation to the temperature steps.
Middle panel: Summands of the trapezoidal approximation of the evidence.
Lower panel: Summands of the trapezoidal approximation in relation to the temperature.
D.4.2 Model 2

Figure D.13: PPEA Ghana, $m_2$:
Traceplots of the $c \cdot V = 320$ chains of the edge parameter $\theta_{j,1} = 1$ at some temperatures $j$ of the PPEA. The horizontal grey line indicates the burn-in period of $I_{\text{burn}} = 50$ iterations used.
Figure D.14: PPEA Ghana, $m_2$:
Density plots of the $c \cdot V = 320$ chains of the parameters $\theta_{1,l}$ at some temperatures $j$ of the PPEA. The black line indicates the density of the merged sample.
Figure D.15: PPEA Ghana, model 2:
Black line: mean value of the ACF of all $c \cdot V = 320$ PPEA chains of $\theta_{j,t}$. Grey lines: upper and lower quartile. Red line: maximum ACF. Blue line: minimum ACF.
Upper panel: lag=1. Middle panel: lag=2. Lower panel: lag=3.
Figure D.16: PPEA Ghana, $m_2$:
Upper two panels: Path of the MCMC estimates of $\theta_{j,i}$.
Lower two panels: Path of the MCMC estimates of $\theta_{j,i}$ multiplied by $t_j$ over the temperature.
The horizontal dark red line indicates the MCMC parameter estimate of the target posterior at $t_{j=J} = 1$. 
Figure D.17: PPEA Ghana, $m_2$:
Top panel: Expected values of the non-normalized log likelihood kernels.
Middle panel: Importance sampling estimates of the normalizing constants of the tempered log likelihoods.
Lower panel: Expected values of the normalized tempered log likelihoods.
Figure D.18: PPEA Ghana, $m_2$:

*Top panel:* Expected values of the normalized log likelihood kernels in relation to the temperature steps.

*Middle panel:* Summands of the trapezoidal approximation of the evidence.

*Lower panel:* Summands of the trapezoidal approximation in relation to the temperature.
D.4.3 Model 3

Figure D.19: PPEA Ghana, $m_3$:
Traceplots of the $c \cdot V = 320$ chains of the edge parameter $\theta_{j,1}$ at some temperatures $j$ of the PPEA. The horizontal grey line indicates the burn-in period of $I_{\text{burn}} = 50$ iterations used.
Figure D.20: PPEA Ghana, $m_3$:
Density plots of the $c \cdot V = 320$ chains of the parameters $\theta_{j,l}$ at some temperatures $j$ of the PPEA. The black line indicates the density of the merged sample.
Figure D.21: PPEA Ghana, model 3:

Black line: mean value of the ACF of all $c \cdot V = 320$ PPEA chains of $\theta_{j,l}$. Grey lines: upper and lower quartile. Red line: maximum ACF. Blue line: minimum ACF.

Upper panel: lag=1. Middle panel: lag=2. Lower panel: lag=3.
Figure D.22: PPEA Ghana, $m_3$:

Upper two panels: Path of the MCMC estimates of $\theta_{j,l}$.

Lower two panels: Path of the MCMC estimates of $\theta_{j,l}$ multiplied by $t_j$ over the temperature.

The horizontal dark red line indicates the MCMC parameter estimate of the target posterior at $t_{j,j} = 1$. 

Figure D.23: PPEA Ghana, m_3:
Top panel: Expected values of the non-normalized log likelihood kernels.
Middle panel: Importance sampling estimates of the normalizing constants of the tempered log likelihoods.
Lower panel: Expected values of the normalized tempered log likelihoods.
Figure D.24: PPEA Ghana, $m_3$:

*Top panel:* Expected values of the normalized log likelihood kernels in relation to the temperature steps.

*Middle panel:* Summands of the trapezoidal approximation of the evidence.

*Lower panel:* Summands of the trapezoidal approximation in relation to the temperature.
D.4.4 Model 4

Figure D.25: PPEA Ghana, $m_4$.
Traceplots of the $c\cdot V = 320$ chains of the edge parameter $\theta_{j,1} \leq 1$ at some temperatures $j$ of the PPEA. The horizontal grey line indicates the burn-in period of $I_{\text{burn}} = 50$ iterations used.
Figure D.26: PPEA Ghana, $m_4$:
Density plots of the $c \cdot V = 320$ chains of the parameters $\theta_{1,t}$ at some temperatures $j$ of the PPEA. The black line indicates the density of the merged sample.
Figure D.27: PPEA Ghana, $m_4$:

Black line: mean value of the ACF of all $c \cdot V = 320$ PPEA chains of $\theta_{j,t}$. Grey lines: upper and lower quartile. Red line: maximum ACF. Blue line: minimum ACF.

Upper panel: lag=1. Middle panel: lag=2. Lower panel: lag=3.
Figure D.28: PPEA Ghana, $m_4$:

Upper two panels: Path of the MCMC estimates of $\theta_{j,i}$.

Lower two panels: Path of the MCMC estimates of $\theta_{j,i}$ multiplied by $t_j$ over the temperature.

The horizontal dark red line indicates the MCMC parameter estimate of the target posterior at $t_{j=J} = 1$. 
Figure D.29: PPEA Ghana, $m_4$:

*Top panel:* Expected values of the non-normalized log likelihood kernels.

*Middle panel:* Importance sampling estimates of the normalizing constants of the tempered log likelihoods.

*Lower panel:* Expected values of the normalized tempered log likelihoods.
Figure D.30: PPEA Ghana, $m_4$:

Top panel: Expected values of the normalized log likelihood kernels in relation to the temperature steps.

Middle panel: Summands of the trapezoidal approximation of the evidence.

Lower panel: Summands of the trapezoidal approximation in relation to the temperature.
D.4.5 Model 5

Figure D.31: PPEA Ghana, m5:
Traceplots of the $c \cdot V = 320$ chains of the edge parameter $\theta_{j,1} \cdots \theta_{j,1}$ at some temperatures $j$ of the PPEA. The horizontal grey line indicates the burn-in period of $I_{burn} = 50$ iterations used.
Figure D.32: PPEA Ghana, $m_5$:
Density plots of the $c \cdot V = 320$ chains of the parameters $\theta_{1,1}$ at some temperatures $j$ of the PPEA. The black line indicates the density of the merged sample.
Figure D.33: PPEA Ghana, model 5:

Black line: mean value of the ACF of all $c \cdot V = 320$ PPEA chains of $\theta_{i,t}$. Grey lines: upper and lower quartile. Red line: maximum ACF. Blue line: minimum ACF.

Upper panel: lag=1. Middle panel: lag=2. Lower panel: lag=3.
Figure D.34: PPEA Ghana, $m_5$:

Upper two panels: Path of the MCMC estimates of $\theta_{j,i}$.

Lower two panels: Path of the MCMC estimates of $\theta_{j,i}$ multiplied by $t_j$ over the temperature.

The horizontal dark red line indicates the MCMC parameter estimate of the target posterior at $t_{j,i} = 1$. 
Figure D.35: PPEA Ghana, $m_5$:

Top panel: Expected values of the non-normalized log likelihood kernels.

Middle panel: Importance sampling estimates of the normalizing constants of the tempered log likelihoods.

Lower panel: Expected values of the normalized tempered log likelihoods.
Figure D.36: PPEA Ghana, $m_5$:

**Top panel:** Expected values of the normalized log likelihood kernels in relation to the temperature steps.

**Middle panel:** Summands of the trapezoidal approximation of the evidence.

**Lower panel:** Summands of the trapezoidal approximation in relation to the temperature.
D.4.6 Model 6

Figure D.37: PPEA Ghana, $m_6$:
Traceplots of the $c \cdot V = 320$ chains of the edge parameter $\theta_{j,l=1}$ at some temperatures $j$ of the PPEA. The horizontal grey line indicates the burn-in period of $I_{burn} = 50$ iterations used.
Figure D.38: PPEA Ghana, $m_0$:
Density plots of the $c \cdot V = 320$ chains of the parameters $\theta_{1,l}$ at some temperatures $j$ of the PPEA. The black line indicates the density of the merged sample.
Figure D.39: PPEA Ghana, $m_6$.

- **Black line**: mean value of the ACF of all $c \cdot V = 320$ PPEA chains of $\theta_{j,l}$.
- **Grey lines**: upper and lower quartile.
- **Red line**: maximum ACF.
- **Blue line**: minimum ACF.

- **Upper panel**: lag=1.
- **Middle panel**: lag=2.
- **Lower panel**: lag=3.
Figure D.40: PPEA Ghana, $m_0$:

Upper two panels: Path of the MCMC estimates of $\theta_{j,i}$.

Lower two panels: Path of the MCMC estimates of $\theta_{j,i}$ multiplied by $t_j$ over the temperature.

The horizontal dark red line indicates the MCMC parameter estimate of the target posterior at $t_{j,j} = 1$. 
Figure D.41: PPEA Ghana, \( m_6 \):

*Top panel:* Expected values of the non-normalized log likelihood kernels.

*Middle panel:* Importance sampling estimates of the normalizing constants of the tempered log likelihoods.

*Lower panel:* Expected values of the normalized tempered log likelihoods.
Figure D.42: PPEA Ghana, $m_6$:

*Top panel:* Expected values of the normalized log likelihood kernels in relation to the temperature steps.

*Middle panel:* Summands of the trapezoidal approximation of the evidence.

*Lower panel:* Summands of the trapezoidal approximation in relation to the temperature.
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